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ract 

 the rapid development of science and technology, consumers are used to searching online for 
ations before purchasing products. Manufacturers can also utilize such information like users' usage 
s, browsed websites, comments, messages, etc. to formulate marketing strategies suitable for their 
cts. Several researches developed opinion mining on predicting the polarity of consumers’ comments, 
w of them were from marketing point of view. In this regards, this study looks to establish an automated 
to collect and analyze consumers’ comments in social networks, automatically classify them into 
eting 4Cs and non-marketing categories from a large number of consumer comments, and divide the 
ory of marketing 4Cs articles into four types of attribute dimensions to analyze emotional polarity. Based 
e marketing theory of 4Cs and LDA topic analysis, this study extracted the characteristic keywords from 
ollected consumer reviews for corpus classification and sentiment polarity analysis. This study further 
lishes a feature keyword library for specific fields, hoping to improve the accuracy of sentiment analysis 
gh these keywords, simplify the process of consumers’ searches for product evaluations, and facilitate 
mers to search for helpful target information.  

ord: Sentiment Analysis, Opinion Mining, LDA, 4Cs of Marketing 

troduction 

ith the widespread usage of social networks, many people participate in the information distribution in 
eb environment [1][5][19]. Users share opinions about products by providing textual reviews. These 

ons emerged as a critical factor of future consumer purchasing decisions [10][12][33]. With the 
asing popularity of network and intelligent mobile devices, the mode of network communication has 
ed from users’ passively receiving information transmitted by website operators to users’ sending out 

us information generated by themselves. Such information with emotional opinions has a certain degree 
fluence on business enterprises, politics, and even individuals [2][28]. Nowadays, consumers are used to 
search engines finding product usage evaluations, usage experiences, etc. to help them evaluate whether a 
ct meets their own needs before purchasing it. Therefore, understanding consumer opinions or 
ations through the web is of great help for manufacturers to formulate marketing strategies [19][20], but 
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ork information is very complicated and unsystematic. When consumers look for product usage 
ations through keywords, they must click on a large number of web links to open a web page and then 
the article thoroughly to identify the evaluation opinions. This is a lengthy process for consumers.  
inion Mining, which is also named Sentiment Analysis, is a popular technology used to solve this 

em in recent years [3][21][41]. Opinion mining is the process of using natural language processing and 
nalytics to extract information in social networks [29]. Consumer evaluation on the Internet initially 
 in the form of text. With the popularity of consumer 3C media, consumers are encouraged to insert 
s or other media materials taken by themselves when publishing evaluation articles to form so-called 
cking articles". The writing style of such evaluation articles is unstructured, and the content of the 

es is not just text. In the face of a large number of unstructured articles, it is quite a hard job to capture 
mer evaluations by manual processing [4][18]. The development of online comment mining and 

ction in the past ten years is one of new research fields [20][36]. The obtained evaluation articles can be 
ssed in an automated way through opinion mining or sentiment analysis technology, thereby analyzing 
ndency of evaluation opinions [16][17][32]. 
u [6] mentioned in sentiment analysis or opinion mining research that three levels of sentiment analysis 
e carried out for consumer comment articles: document level, sentence level, and aspect level. Most 
ent analysis research focuses on the overall content of the text - that is, the emotional scores of all 

nces in the whole article are analyzed at the document level and sentence level [24]. However, general 
mers are concerned about certain aspects of evaluations in product review articles, such as price, 

fication, appearance, etc [25]. Therefore, this research targets to establish an automated way to collect 
analyze online consumer reviews. After the reviews are processed through sentiment analysis, it is 
enient for consumers to quickly obtain the evaluation of a product in different aspects when searching for 
et product. Consumers do not need to spend a lot of time reading the entire content before they know the 

ive and negative evaluations of the product in such an article. 
r product evaluations to be searched, the purpose of this study is to automatically classify review articles 
marketing 4Cs and non-marketing from a large number of consumer reviews and then to analyze 
ional polarity according to different attribute aspects of marketing 4Cs, of which the attribute aspects are 
ed into 4 categories according to the marketing theory of 4Cs. In addition, this study establishes a feature 
ord library belonging to a specific field, hoping to improve the process of consumers searching for 
ct evaluations through these experiments, enhance the accuracy of sentiment analysis, and facilitate 
mers to search for helpful target information. Moreover, the topics discussed by netizens will differ 

tly in different time ranges, so the corpus collected will also produce diverse topics. To develop a semi-
ated approach to dig out the popular comment topics of consumers, this study proposed to analyze 

gh LDA of topic model before sentiment analysis. It can greatly reduce labor and time costs to expand 
uild a characteristic word bank. 
 the rest sections of this paper, section 2 introduces related literature reviews of this study. Section 3 
ibes system architecture of this study. In section 4 is the methods of this study, including data collection, 
al classification, data pre-processing, topic analysis, corpus classification, and sentiment analysis used in 

study. Section 5 analyses the experimental results of research method used in this study. Section 6 
arize conclusion of this study. 

terature Review 

ntiment analysis uses Natural Language Processing (NLP) [16][42], Information Retrieval (IR), and 
tured and unstructured data mining to analyze subjective information in articles [7]. Isidoros and Ioannis 
ointed out that the purpose of sentiment analysis is to understand the polarity of opinions expressed by 

Jo
ur

na
l P

re
-p

ro
of



 

peop
as ex
detec
negat
incre

Se
chara
subje
perfo
NLP-
based
cluste
searc
Alloc

 
In

figur
word
distri
of th
indic

LD
Samp
bette
LDA
Laute
mark
study
Natio
suitab
cost o

3. Sy

Th
Chin
the c

Journal Pre-proof
le on a topic through different media. Sentiment analysis is a concept that covers many tasks [26], such 
tracting emotions, emotion classification, subjective classification, opinion summary or opinion spam 
tion, etc. [9][23] and is used to determine whether the emotions expressed in the text are positive or 
ive [35][38]. The mass is relying on online and the significance of sentiment analysis in daily lives is 
asing [43]. 
ntiment analysis mainly obtains emotion polarity by identifying the matching relationship between 
cteristic words and emotion words in the text [21][22][25][30] and relies in detecting the hidden 
ctive expression in the text [40]. In [39], the authors indicated that automated analysis has poorer 
rmance than human raters on more difficult and noisy data sets. Emadi and Rahgozar found that pure 
based methods have very low accuracy and these methods need to be fused with machine learning–
 methods to achieve higher accuracy [44]. Kim, Gupta and Rho used the LDA algorithm to create a 
r of scientific themes to generate issue keywords and the precisions of the top-5 retrieved terms with 

h query are about 75% [1]. This study uses the unsupervised learning method of Latent Dirichlet 
ation (LDA) as shown in Figure 1. 

 
Figure 1. LDA Bayesian Network Structure [37] 

 the LDA model the word generation method for the theme of the document is as shown in the above 
e structure [27][31]. In Figure 1, M is the total number of all documents, n is the total number of all 
s, k is the total number of all topics, α is the distribution of the theme in the document, β is the 
bution of the words in the theme, θi is the distribution of the theme in document i, φk is the distribution 
e words in theme k, Zij is the distribution of the jth word in the theme in the ith document, and Wij 
ates that word j in document i is the finally generated word.     

A topic models are usually implemented through two methods: Variantional Methods or Gibbs 
ling [23]. Because Gibbs Sampling is easier to perform LDA topic analysis and expand, it can get a 

r approximation quickly [11], and thus this study decided to use the Gibbs Sampling method to carry out 
 topic analysis. The marketing theory of 4Cs was put forward by the U.S. marketing expert Dr. Robert F. 
rborn in 1990 [15]. It takes consumer demand as the orientation and resets four basic elements of the 
eting mix: consumer, cost, convenience, and communication. Based on the marketing theory of 4Cs, this 
 has established a semi-automated feature lexicon of different product aspects, which is matched with the 
nal Taiwan University Sentiment Dictionary (NTUSD). In this way, a search information process 
le for consumers to quickly grasp positive and negative reviews of products can be established, and the 
f manual participation can be reduced. 

stem Architecture 

e research structure is mainly divided into topic analysis, corpus classification, and sentiment analysis. 
ese corpus was subject to topic analysis after pre-processing, and the topic analysis was used to establish 
haracteristic keyword database for each aspect of marketing 4Cs. The corpus classification and sentiment 
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sis were then carried out for consumer reviews through the lexicon established in this research. The 
ll system architecture is shown in Figure 2. The steps to process and analyse the applied data-set are data 
rocessing, topic analysis, corpus classification, and sentiment analysis. The detail descriptions are 
rated in section 4.3~4.6. 

 
Figure 2. System Architecture and Flowchart 

ethod 

ata Collection 

e sources of car reviews are very diverse in Taiwan. NTU PTT is the largest electronic bulletin board in 
an. The forums are subdivided into boards. In order to focus on the source attributes of consumers, this 
 chose the Car Board of NTU PTT as the data source. This study used R language to write a web crawler 
ollected 2,837 reviews from the PTT Car Board in a month for topic analysis and sentiment analysis. 

data format of a post from the PTT Car Board contains the information of the post date, the author’s 
, the title and the text of the post, approval or disapproval about the post, etc. Texts of the posts and the 
mation of “approval or disapproval about the post” were used in this study for topic analysis and 

ent analysis. The detail procedures of data preprocessing are described in Section 4.3. In addition, the 
nary method was used for sentiment analysis, and emotional lexicon and negative lexicon were needed 
ne emotion words and negative words in Chinese corpus. Thus, NTUSD was collected as the emotional 
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on for this study, and a negative lexicon was established from the negative lexicon provided by relevant 
es.  

anual Classification 

 order to obtain consumers' comments, this study adopted the marketing theory of 4Cs and sorted out the 
ts that consumers care about through the four major aspects of marketing 4Cs. According to the 
eting theory of 4Cs and collecting the contextual attributes of data sources, this study sorted out the 
s included in each aspect of marketing 4Cs as follows. 

Table 1 Issues of Various Aspects of Marketing 4Cs 

Aspect Topic direction 

Consumer 

Consumer demand 
issues, focusing on the 
nature of the product 
such as appearance, 
vehicle type, general 
equipment, safety 
equipment, interior 
decoration, etc. 

Cost 
Price issues, such as CP 
value, cost performance, 
price, insurance, 
contract payment, etc. 

Convenience 
Issues related to 
convenience, service, or 
access. 

Communication 
Communication issues, 
such as advertising, 
publicity and marketing, 
brand, promotion, etc. 

 order to check the accuracy rate of the research results, the collected articles were manually classified 
arked for the subsequent accuracy rate test. Consumer review articles were distributed to three people 
arking through random sampling for manual classification. When the sentences met the 4Cs topic 

tion, they were judged as 4Cs marketing category. In addition to being classified as 4Cs marketing 
ory, the three people respectively marked the emotional polarity of the articles as four categories of 
tive", "negative”, “neutral", and "no emotion”. The results of the three-person classification were 
mined by a majority vote. If the classification results were different, then the three people discussed to 
mine to which category they belonged. 
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ata Preprocessing 

fore topic analysis and sentiment analysis of Chinese corpus, unnecessary corpus was removed, and the 
were structured for subsequent emotional calculation and analysis. The "author" and "title" fields in the 
ata captured from the PTT Car Board by using web crawler can effectively help subsequent analysis. As 

ther normal words that have no meaning for the subsequent analysis, they were cleared at this stage. At 
ame time, in order to improve the efficiency of subsequent analysis, English letters were changed to 
r-case. 
cause Chinese words are not like English words, there is no space or other symbol separation between 
s, and the part of speech must be determined in a special way and then separated. In this study, the 
R package of R language was used to process Chinese word segmentation, which is highly convenient 
xtensible.    
ere are many words created by netizens in the articles of the PTT Car Board; for example, "4 circles" 
 to the automobile brand Audi. In addition, before Chinese word segmentation processing, wrong words 
 Chinese corpus must be corrected, and these words should be extended to the custom word library of 

iebaR package, so that the system can correctly judge the words to be segmented and thus avoid 
mation loss caused by these wrong words in the topic analysis stage.    
gative words were excluded from the pre-set stop word bank of the jiebaR package to prevent some 
ive words from being lost due to word segmentation operations. At the same time, the top 100 words 
the highest frequency of "balanced corpus word set and word frequency statistics of Academia Sinica" 
he special words of PTT netizens were added, while words with less correlation in this study were 
ded to the stop word bank of jiebaR package in the pre-processing stage. 

opic Analysis 

 this stage, LDA topic analysis was carried out to produce candidate words that can be marked as 
eting 4C-related characteristic keywords. However, the research object was articles discussed in the PTT 
oard. These topic words are not necessarily expressed in terms of nouns, but may also be other parts of 
h. Therefore, a part of speech was not limited in order to analyze the topics discussed more completely.     
levant parameters in LDA analysis include: number of Topics, Topic Words, and Iterations, of which 
 number has the greatest influence. To set the number of Topics, this study used the changes of 

exity and loglikelihood for the estimate. Perplexity decreases with the increase of Topic number, while 
elihood increases with the increase of Topic number. Generally speaking, the number of Topics when 

wo changes tend to be flat can be used as the estimated number of Topics. If only one modeling is 
rmed, then the perplexity and loglikelihood values cannot verify the validity of the model, and so a 10-
cross-validation test was adopted. The LDA experiment used the Gibbs sampling mode to find the best 
 of Topic, and the number of Topic Words was also set to 10 - that is, 10 words were generated as 
date words for each Topic.   
 order to discuss the aspect issues that consumers care about, this study is based on the marketing theory 
s to set the multi-aspects of products that consumers care about. Topic and its Topic Words were found 
ndidate words, which were manually marked to generate the characteristic words of the four major 
ts of marketing 4C, so as to facilitate the subsequent comparison and examination of the correct rate of 

The characteristic keywords defined in this study, i.e. attribute words or characteristic words in related 
rch studies of sentiment analysis, were used as the target of the author's emotion opinions in the 
ent corpus. Candidates generated from LDA topic analysis results were marked by three people to judge 

h aspect of marketing 4Cs these candidates belong to respectively.  If they did not meet any of the four 
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ts of marketing 4Cs, then they were marked as "other". The marking results of the three people were 
ed by a majority vote. If the markings of the three people were different from each other, a fourth person 
nvited to join the discussion and determine the jointly approved marking results. 

orpus Classification 

is study used the word bank comparison method to classify the corpus and classified the corpus articles 
ding to the marketing 4Cs characteristic keyword database. As long as the sentences in the corpus 
es conformed to the words in the characteristic keyword database, they can be classified as this aspect 
n article might be sorted to multiple marketing aspects. The classification results of this study helped 
lish a Confusion Matrix, and Accuracy, Precision, Recall, and F1-Measure were used as the 
urement of the classification effect. 

entiment Analysis 

 this stage, the sentiment analysis lexicon was introduced and compared with the characteristic keywords 
ated by topic analysis to find out each emotional word and negative word, and then the emotional score 
alculated according to the set formula. According to scholars, even if the same emotional word has the 

site emotional polarity in different fields [34], it is mainly because the emotional word may change the 
ional polarity according to the context [13]. In addition, NTUSD needs to be additionally expanded, 
se it lacks emotional vocabulary in the automobile field.     

 this study, the characteristic keywords and emotion words marked as marketing 4Cs were used to 
late the distance of matching, and the positive and negative polarities of the emotion dictionary were 
ined to confirm whether the comment sentence gave the emotion score weight. This study found that the 

hed emotion words are better when the position distance between characteristic keywords and emotion 
s is roughly within 5-unit words. If negative words are found within a certain range of words, then the 
ity of the emotion words can be changed [14]. This study also found that negative words are roughly 
n the distance between 2-unit words of emotion words. Therefore, according to the above matching 
ce, this study proposed the following formula to calculate the emotion scores of corpus sentences:      
otion score = polarity weight of emotion words × negative word weight  

).  If there is a matching relationship between the characteristic keywords and emotion words in the 
nce of the corpus, then the score is given according to the polarity of emotion words: 1 for positive 
ion words and -1 for negative emotion words.    
).  If the negative words and emotion words in the corpus sentence reach a matching relationship, it 
ates that the emotional polarity of the sentence is opposite, and so the negative word weight score is -1, 
he opposite polarity score can be obtained by multiplying the emotion word score.   
ter all sentences were analyzed according to the aspects of the characteristic keyword, the emotion score 
ch aspect of the sentence can be obtained. The emotional scores of the four major aspects of the same 
e for all sentences respectively were added up to obtain the emotion scores of the four major aspects of 
rticle marketing 4C. According to the emotion scores after the adding, the emotional polarity can be 
ed into four categories as follows. 
).  If the total score is greater than 0, it is "positive emotion".   
).  If the total score is less than 0, it is “negative emotion”.   
).  If the emotion score of a sentence is not equal to 0, but the total score is equal to 0, then the aspect is 

"neutral emotion".   
).  If no emotion score appears in any sentence, then the aspect is "no emotion". 
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perimental Results 

anual Marking Results 

gure 3 is the histogram of manual marking results for 4Cs articles in marketing. It is evident that the 
es classified under the aspects of Consumer and Convenience were over 80% in the test samples, and the 
es classified under the aspect of Cost were over 50%.  It is obvious that the proportion was the lowest for 
rticles classified under the aspect of Communication. It can be seen that most users of the PTT Car Board 
 more enthusiastic about discussing consumer demand for auto products and related maintenance or 
ces. As for price-related issues, their degree of discussion ranked third, while advertising or sales-related 
s were the lowest. 

 
Figure 3. Manual Marking Results of Marketing 4Cs Articles 

gure 4 is a histogram of emotion polarity manually marked from the articles classified as marketing 4Cs. 
 be seen that compared with positive and negative emotions in the four major aspects, negative emotion 
es are more than positive emotion articles. The inference should be that netizens often publish negative 
ion articles in the PTT Car Board. In particular, many aggressive people are nicknamed "keyboard 
rs" on the Car Board and often criticize with the contents of irony semantics, thus gradually forming an 
ional tendency for PTT netizens to publish articles. 
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Figure 4. Manual Marking Results of Marketing 4Cs Articles 

esults of Topic Analysis  

e LDA experimental data source is pre-processed consumer review articles. TF (Term Frequency) was 
 as the word frequency weight and used as the dataset analyzed by the LDA algorithm. The Gibbs 
ling mode was adopted for the algorithms, and each Topic generated 10 words as candidate words. In 
 to meet statistical reliability, it is necessary to compare the change results of model perplexity and log 
hood value averaged under different Topic numbers. Therefore, this study used the 10-fold crosscheck 
od to estimate the results, as shown in Figure 5. The 10-fold crosscheck of this system is executed in a 
lar manner three times - namely, fold 1, fold 2, and fold 3. It can be seen from the figure that when Topic 
er = 50, the perplexity number is the smallest, indicating that the most suitable topic number for LDA 

 analysis is 50 for corpus articles collected in this study. 

 
Figure 5. 10-fold Crosscheck Results 

it did not conform to the four major aspects of marketing 4C, then it was marked as "other". The marking 
ts of the three people was decided by a majority vote. If the marking results of the three people were all 
ent, then the fourth person was invited to join in the discussion to determine the commonly accepted 
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Journal Pre-proof
ing results. The three people then marked to which aspect of marketing 4Cs the candidate words 
ged. After the marking was completed, in order to confirm whether the marking results of the three 

le were consistent or not, SPSS software was used to carry out Kappa verification in this study. The 
ts of the verification for the marking result consistency are shown in table 2. Kappa verification results 
 all above 0.9, which shows that the marking results of the three reporters were highly consistent with 
other. Although there were a few cases not completely the same, they accounted for a very small 
rtion of the total. Therefore, the aspects marking of LDA candidate topic words is trustworthy. 

Table 2 Kappa Test Results of Candidate Topic Words 

Marker Results of the 
Verification 

A*B .919 

A*C .947 

B*C .917 

orpus Classification and Experimental Results  

fter the candidate words generated in the topic analysis stage were manually marked, the characteristic 
ords of the marketing 4Cs face were obtained. The characteristic keywords were then used to judge the 
t to which the article belonged, and the lexicon comparison method was adopted as the corpus 

ification method.   
om the results of Table 3, it can be found that when the four major aspects of this experiment were 
ified by the system, F1-Measure had an average of 93.08%, which indicated that the classification 
rmance had good effect. The Precision values of the four major aspects were classified by the thesaurus 
arison method in this experiment, and the characteristic keywords in this table were obtained through 
ent analysis and manual labeling in a semi-automated manner. As long as there were characteristic 

s that conformed to this aspect in the article, the system can classify them as this aspect, and so the 
sion values were all 100%.    
e Precision value of the aspect of Communication was only 88.03%, and the recall value was only 
%, which had a gap compared with the results of the other three aspects. Analyzing the reasons, this 
 defined the issues of Communication aspect as including communication between manufacturers and 
mers, advertising promotion, or sales, while there were few topics on the PTT Car Board to discuss the 

munication aspect, which resulted in only 7 characteristic keywords of the Communication aspect 
ced in the topic analysis experiment of this research. The Precision value and Recall value were not high 

gh, because there were not enough comparable pairs of characteristic keywords in the system 
ification. If the number of characteristic words can be increased by raising the Communication aspect, 
the classification accuracy of Communication orientation should be improved. 
is study is using the confusion matrix to evaluate the accuracy, precision, recall, and F1-measure. The 

measures of the confusion matrix are described as follows: 
 True Positives (TP):  the number of true positives. 
 False Positives (FP): the number of false positives. Jo
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 True Negatives (TN): the number of true negatives. 
 False Negatives (FN): the number of false negatives. 
ere formula of accuracy, precision, recall, and F1-measure are as follows:  

 Accuracy = 𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁  (1) 

 Precision = 𝑇𝑃𝑇𝑃 + 𝐹𝑃  (2) 

 Recall = 𝑇𝑃𝑇𝑃 + 𝐹𝑁  (3) 

 F1 − Measure = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  (4) 

Table 3 Accuracy Rate of Marketing 4Cs Classification by the System 

 Accuracy Precision Recall F1-Measure 

Consumer 
aspect 

93.66% 100% 93.38% 96.58% 

Cost aspect 97.89% 100% 96.94% 98.45% 

Convenience 
aspect 

95.77% 100% 94.71% 97.28% 

Communication 
aspect 

88.03% 100% 66.67% 80% 

Average 
93.84% 100% 87.93% 93.08% 

entiment Analysis 

cause NTUSD lacks emotion words commonly used by PTT Car Board users, this study employed 
al retrieval to find emotion words commonly used by Car Board users from the collected consumer 
s articles and then expanded them into the emotional lexicon of this study. Because some words have 
 meanings, this study adjusted the emotional polarity of some emotion words in NTUSD. The expanded 

ional lexicon contains 2850 positive words and 8337 negative words, totaling 11,187 words. 
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Figure 6. Results of the Automatic Classification of Emotion Polarity 

om the results shown in Figure 6, the articles with emotional polarity of the Consumer aspect, i.e. 
ive, negative, and neutral emotions, accounted for 96% of the test corpus. It can be seen that PTT car 
 mostly discussed their experiences or consumer needs on the advantages and disadvantages of product 
hen publishing articles and more often expressed their personal emotions. The comments on articles for 

spects of Cost and Convenience with emotional polarity (positive, negative, and neutral emotions) also 
ed nearly 90%, indicating that netizens also had a considerable degree of enthusiasm for discussing the 
effectiveness of automobiles and the convenience of product use or consumption. As for the aspect of 
munication, only 57% of comments with emotional polarity in the test corpus show that netizens did not 
se personal emotions when discussing the publicity, advertising, or marketing of automobiles. 

Table 4 Accuracy Rate of the System Classification of Emotional Polarity 

 Accuracy Precision Recall F1-Measure 

Consumer 
aspect 

93.75% 94.27% 98.80% 96.48% 

Cost aspect 92.85% 97.70% 94.44% 96.04% 

Convenience 
aspect 

90.31% 92.75% 96.48% 94.58% 

Communication 
aspect 

87.25% 96.49% 83.33% 89.43% 

Average 
91.04% 95.30% 93.26% 94.13% 

dging from the accuracy rate of Table 4 sentiment classification, the sentiment analysis experiment in 
esearch is aimed at the effectiveness of marketing 4Cs articles in judging whether they have sentiment 
ity. F1-Measure for the four aspects had an average of 94.13%, which shows that the classification effect Jo
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ved good performance. The following reasons are observed for articles with inconsistent manual 
ing and automatic classification in the test data. 
)  Interrogative Semantic Articles  
me of the articles are those where netizens ask questions about 4Cs marketing problems. They are 
ntically interrogative and do not have emotional polarity. On the other hand, some articles are written 
uctured and do not necessarily have punctuation marks, but semantically they can be seen as 
ogative and are classified as “no emotion” during manual classification. However, the system 
ification was less accurate, because punctuation marks were removed during pre-processing of articles 
motional values were obtained as long as the contents conformed to the sentiment analysis formula. 
)  Purely Descriptive Articles  
me articles are in the field of automobiles, but their content is purely to describe certain events or topics, 
as news reprinted by netizens about the reckless people on the road (meaning the unruly female, elderly, 
lder female pedestrians on the road), news unrelated to automobile topics, etc., or teaching articles about 

in products or automobiles. The sentences of these articles were classified as having emotional polarity in 
ystem classification, because they just contained characteristic keywords and emotion words matching 
atching distance. However, when they were manually marked, they can be considered as news or 

ing articles, which are semantically inconsistent with the positive and negative emotions of this study, 
o they are judged as having no emotion.    
) Not Enough Characteristic Keywords  
nce the characteristic keywords of this study were analyzed through LDA themes, some words may not 
tracted due to word frequency or other factors, resulting in the system classification judgment of no 

ion. However, when manually marking, the words are regarded as characteristic words and given 
ive and negative emotion classifications, resulting in inconsistent results between the two.   
)  Irony   
me articles have ironic meanings, but there was no accurate judgment mechanism in this research 
iment, which led to inconsistent results between automatic classification and manual classification.   

)  Different Opinions on Comments  
e same review article may compare the advantages and disadvantages of different products in the same 
t. At that time, when consumers view the article from different angles, the article will have different 
ional polarities. 

onclusion 

 shown from the literature review, the way of establishing characteristic words in different fields in 
ent analysis research was mostly done by manually selecting from a large number of corpus articles 

ding to the research topics set in advance. In addition, the topics discussed by netizens will differ slightly 
ferent time ranges, and the corpus collected from analysis will also produce different topics. Therefore, 
tudy proposed to analyze through LDA of topic model before sentiment analysis, so as to dig out the 
lar comment topics of consumers in a certain period and further used the characteristic keywords 
zed by LDA to classify the corpus through lexicon comparison. From the experimental results, the 
acy of classifying the corpus of consumer comments into 4Cs categories of marketing was 93.84% on 
ge with F1-Measure measurement results of 93.08%. This implies that the system classification of 
mer reviews in marketing or non-marketing 4Cs articles in this experiment is good. Moreover, it can 

ly reduce labor and time costs by replacing manual marking with a semi-automated approach to expand 
uild a characteristic word bank.      
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 order to find out whether the classification of emotional polarity in different aspects of product attributes 
 certain degree of accuracy, this study used Lexicon-based methods to conduct a sentiment analysis 
iment. From the experimental results, it can be observed that the accuracy of whether consumer reviews 
emotional classification in different aspects was 91.04% on average, and the F1-Measure measurement 
t was 94.13% on average. The accuracy of positive and negative sentiment classification was 91.74% on 
ge, and the F1-Measure measurement effect was 90.68% on average. This proved that the experimental 
m had good accuracy in classifying sentiment polarity and provides consumers with reliable sentiment 
sis results of the product attributes for various aspects after consumers search out 4Cs types of marketing 
w articles, so that consumers do not need to spend too much time browsing the contents of articles to 
ze product usage experiences.     
cording to the above research conclusion, the contribution of this research can be summarized in the 
ing 2 aspects.  

).  Establishing Product Attribute Multi-aspect Characteristic Words in A Semi-automated Way  
sed on the marketing theory of 4Cs and LDA topic analysis, this study is able to extract the most 
sentative themes and characteristic keywords from the collected consumer reviews during this period, 
h can be used as the characteristic basis for corpus classification and sentiment analysis, so that the 
sis results are more in line with the product usage views that consumers care about.   
).  Empirical Analysis of Sentiment Analysis Combined with Attribute Multi-aspect Classification Model  
rough the comparison between manual classification and automatic classification, it is proved that the 
s classification and sentiment polarity classification of product attributes in this study exhibit reliable 
acy. The manual classification replaced by the topic model combined with sentiment analysis can 
de a more convenient product review search and enable consumers to quickly obtain and analyze search 
ts. 
is study established a feature keyword library for specific fields. The research limitation is that a certain 

re keyword library is needed for specific fields and there is no general keyword library for all fields. 
es, if the consumer’s review contains interrogative or ironic meaning, it is hard to accurately classify the 

w to the correct emotional polarity. In the future work, the semantic analysis for sarcasm detection, 
r detection, irony detection can be implemented to enhance the accuracy of sentiment analysis. 
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. Consumers share opinions and search online for evaluations before purchasing 

products.  

. Few researches analyze the polarity of consumers’ comments from marketing 

point of view.  

. This study analyzed consumers’ comments and automatically classify them into 

marketing 4Cs and non-marketing categories. 

. This study analyzed emotional polarity for the marketing 4Cs articles.  

. This study established a feature keyword library for specific fields. 

. This study simplified the consumers’ searches for product evaluations and 

helpful target information. 
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