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A B S T R A C T   

Online tourism has received increasing attention from scholars and practitioners due to its growing contribution 
to the economy. While related issues have been studied, research on forecasting customer purchases and the 
influence of forecasting variables, online tourism is still in its infancy. Therefore, this paper aims to develop a 
data-driven method to achieve two objectives: (1) provide an accurate purchase forecasting model for online 
tourism and (2) analyze the influence of behavior variables as predictors of online tourism purchases. Based on 
the real-world multiplex behavior data, the proposed method can predict online tourism purchases accurately by 
machine learning algorithms. As for the practical implications, the influence of behavior variables is ranked 
according to the predictive marginal value, and how these important variables affect the final purchase is dis
cussed with the help of partial dependence plots. This research contributes to the purchase forecasting literature 
and has significant practical implications.   

1. Introduction 

Tourism services have become one of the largest industries contrib
uting to the economy (Hu et al., 2021). Taking Chinese market as an 
example, the total tourism revenue reached 6.63 trillion yuan in 2019. 
The Internet is becoming an important distribution channel for tourism, 
generating the transaction volume of China’s online tourism market of 
approximately 1005.9 billion yuan in 2019. However, online tourism is 
not a panacea for the sustained economic prosperity because its viability 
depends on the uncertainty in a purchase. First, the uncertainty of 
tourism purchases stems from the characteristics of services: invisibility, 
heterogeneity, inseparability, and perishability, making it difficult for 
customers to evaluate quality when purchasing (Moeller, 2010). Studies 
also signify that purchase uncertainty was exaggerated in the 
e-marketplace, as customers had no physical interaction with the 
products before their purchases. In addition, there is a vast amount of 
information on the Internet, and as a result online consumer is easily 
confused by over-choice and not sure what to purchase. 

In this regard, the analysis on purchase forecasting is required for 
online tourism managers to understand customer behavior and reduce 
the impact of uncertainty in purchases. For one thing, the results of 
purchase forecasting help online tourism managers reduce the gap 

between businesses and customers (İçer, Parmaksız & Ç, 2021), as it can 
provide valuable information to target customers in time to avoid un
certainty when shopping online. For another, in addition to the accurate 
forecasting results, Van Nguyen et al. (2020) argued that the further 
analysis on the interrelationship between influencing variables and 
prediction could reveal some valuable marketing strategies to conduct 
business activities. For example, customers are often puzzled by the high 
degree of similarities between tourism services on the Internet. The 
analysis of purchase variables can provide understandable information 
that customers focus on, thereby avoiding confusion caused by the 
similar information. Considering these, this paper proposes a customer 
purchase forecasting model for online tourism to obtain the accurate 
prediction result and the influence of variables as predictors. 

In the existing marketing research, empirical and data-driven 
methods are widely used for customer purchase forecasting. Empirical 
studies aim to reveal factors that affect customer purchases by methods 
such as surveys. However, rigorous design and proper procedures are 
required in the empirical analysis (Xiao et al., 2016). In addition, these 
empirical methods are usually based on descriptive analyses such as the 
summary statistics. Further processing of purchase forecasting uses 
data-driven methods to obtain final results, as there are rich customer 
behavioral data in e-marketplaces. These online behavioral data contain 
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valuable information related to customer purchases and are readily 
available. Therefore, data-driven methods have become mainstream in 
recent years. This paper concludes recent data-driven studies in fore
casting objectives, behavioral data type, and forecasting model, as 
shown in Table 1. 

From Table 1, regarding the objective of forecasting, most researches 
studied the purchase forecasting of online products, while only a few 
studies focused on online tourism purchases. However, the tourism has 
unique features that differentiate it from products and other services. 
First, unlike online products, customers have difficulty evaluating 
tourism services with a uniform standard. Furthermore, tourism con
sumption usually takes longer to plan and costs more than many other 
types of services (Xu & Gursoy, 2015). When purchasing tourism ser
vices, online consumers try to gather as much information as possible to 
make final decisions. That’s to say, the purchase of online tourism would 
not be the same as general online products and services. Exploring the 
impact of online behavioral data on online tourism purchases is essen
tial. Therefore, based on the existing research, this paper proposes a 
data-driven purchase forecasting model for online tourism. 

Data-driven purchasing forecasting focuses on analyzing the pur
chase determinant from online behavioral data. In terms of online 
tourism, Amaro and Duarte (2015) emphasized the importance of pur
chase determinants such as customer attitude, perceived risk, and trust. 
And these determinants can be delivered by analyzing the historical 
customer behavior data with the help of information technology. As 
shown in Table 1, some structured data, including operational behavior 
data and demographic information, are widely used to extract purchase 
determinants in existing studies. However, the available behavioral data 
are limited in online tourism, partly because tourism services are 
browsed and purchased relatively infrequently (Chen, Wu, et al., 2020). 
Moreover, some purchase data involving customer privacy are difficult 
to obtain. The availability of unstructured behavioral data such as online 
reviews offers the promise of an alternative means to extract purchase 
determinants (Chen, Zhang, et al., 2020). Especially for online tourism, 
as an experiential product, reviewers rely more on the review content to 
state their experience. As shown in Table 1, however, few studies 
focused on the analysis of unstructured data. Therefore, it is necessary to 
explore the effect of multiplex behavior data (including structured and 
unstructured data) on customer purchases to obtain valuable purchase 
determinants for online tourism. 

The next step in terms of customer purchase forecasting is to deter
mine the forecasting model. Existing forecasting methods can be clas
sified into two categories, as shown in Table 1: methods with and 
without hypotheses. The statistical method is the representative fore
casting method with the model hypothesis. This method achieves fore
casting by determining the relationship assumptions between input- 

output variables in advance (Van Nguyen et al., 2020). However, in 
the real business e-marketplace, the relationships between variables are 
often difficult to describe in advance. In addition, rich information in the 
e-marketplace remains to be extracted, which may be too complex to be 
represented by prior simulation. Therefore, some forecasting methods 
without hypotheses, such as machine learning, are introduced into 
purchase forecasting. Many studies have confirmed that machine 
learning methods could achieve high purchase forecasting accuracy 
(Dou, 2020). However, it is well known that machine learning has 
shortcomings in result interpretability. Models lacking interpretability 
have difficulty convincing people and generating understandable 
managerial implications. As shown in Table 1, most existing studies 
ignored the interpretation of machine learning forecasting results. 
Therefore, based on the high accuracy of machine learning, it is neces
sary to analyze the interpretability of the results to provide some prac
ticable marketing strategy. 

To fill the existing research gaps, this paper proposes a data-driven 
method with multiplex behavioral data to obtain purchase forecasting 
for online tourism. First, this paper collects multiplex behavioral data, 
including customer information, operational behavior data, and online 
reviews. Corresponding methods are then proposed for the variable 
analysis of behavioral data. Second, considering the efficiency of ma
chine learning algorithms, this study adopts several different machine 
learning algorithms to verify the extracted variable’s validity. Finally, 
two influencing factor analysis methods, SHapley Additive exPlanations 
(SHAP) and partial dependence plot (PDP), are adopted to analyze the 
results of online tourism purchasing forecasting. 

The remainder of this paper is organized as follows: Section 2 in
troduces the background and related work of this study. Section 3 in
troduces the data description and variable analysis. Section 4 develops 
the architecture of the proposed forecasting model. Then, this paper 
describes some experiments in section 5, and the conclusions are given 
in section 6. 

2. Background and related work 

As we mentioned above, only a few studies have dealt with purchase 
forecasting towards online tourism. Still, a data-driven method based on 
multiplex behavioral data with interpretable machine learning fore
casting results has not been proposed. Therefore, this section introduces 
the background and related work from customer behavioral data anal
ysis and customer purchase forecasting based on machine learning. 

2.1. Customer behavioral data analysis 

This subsection reviews existing analysis methods for the multiplex 

Table 1 
Recent studies on data-driven purchase forecasting.  

Literature Objective of forecasting Behavioral data type Forecasting model 

Structured Unstructured Model hypothesis Result interpretation 

Baumann et al. (2018) Purchase probability ✓    
Nishimura et al. (2018) Purchase probability ✓  ✓  
Shapoval and Setzer (2018) Purchase ✓    
Zhu et al. (2018) Tourism purchase ✓    
Wen et al. (2018) Purchase category ✓  ✓  
Zhu et al. (2019) Tourism products ✓   ✓ 
Bag et al. (2019) Purchase intention ✓ ✓ ✓  
Dong and Jiang (2019) Brand purchase ✓  ✓  
Kytö et al. (2019) Purchase ✓    
Park et al. (2019) Purchase ✓    
Dou (2020) Product purchase ✓    
Hu et al. (2020) Buying behavior ✓    
Chu et al. (2020) Purchase ✓  ✓  
Park et al. (2020) Purchase ✓  ✓  
Martinez et al. (2020) Product purchase ✓    
Chen et al. (2021) Purchase ✓ ✓    
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behavioral data including operational behavior data and online reviews. 

2.1.1. Operational behavior data analysis method 
Operational behavior data refer to the records generated by cus

tomers’ online behavior, such as browsing, purchasing, and paying. 
Commonly used operational behavior data analysis methods include 
machine learning feature extraction methods and statistical description 
methods. The former adopts some machine learning methods to extract 
purchase features from operational behavior data. For example, Huang 
et al. (2019) developed a network architecture to exploit the underlying 
factors for customer purchase forecasting. Park et al. (2019) developed 
an encoder-decoder architecture to obtain features related to purchase 
forecasting. However, it should be noted that the features constructed by 
machine learning methods are difficult to understand directly. There
fore, statistical description methods that construct features manually are 
widely used (Martinez et al., 2020). Features obtained in this way can be 
explained strongly and tend to describe behavioral data more accu
rately. However, owing to the manual feature construction, the statis
tical description method is not suitable for the large-scale dataset and 
dynamic environments. 

Therefore, to perform an effective statistical description of opera
tional behavior data, this paper introduces probabilistic linguistic term 
sets (PLTSs) (Chen et al., 2019) and Newton’s cooling law (Cai & White, 
2011) to represent and aggregate operational behavior data. PLTS is a 
probabilistic language description model by which the data dimension 
can be reduced. The information aggregation method based on New
ton’s cooling law can achieve information aggregation considering 
weight difference. 

2.1.2. Online review analysis method 
Online reviews are the subjective comments given by customers and 

include numerical ratings and online textual reviews. The existing lit
eratures have developed different analysis methods to address online 
reviews. For numerical ratings, some studies focused on analyzing rating 
content (Gavilan et al., 2018) without considering the rating bias of 
different customers. Rating bias refers to the fact that each customer has 
his/her rating tendency, with some customers rating strictly and others 
not. Therefore, to better understand customer ratings, further studies 
analyzed the rating bias between different customers, i.e., inconsistent 
scores (Toledo et al., 2015; Xiao et al., 2016). In addition to inconsistent 
scores, a growing number of studies have found that there were some 
correlations between ratings and customer psychology (Li et al., 2020). 
Therefore, to improve the effectiveness of rating-related analysis, the 
rating feature extraction method should take the psychological influence 
into consideration. 

In terms of online textual reviews, Shao et al. (2014) adopted 
regression and correlation analysis to study the influence of online re
views on consumer purchase decisions by questionnaire. Chen et al. 
(2018) adopted a numerical simulation to study how customers deter
mined their purchase decisions under the influence of positive and 
negative reviews. Most of the existing studies adopted qualitative 
methods or hypothesis models to analyze the impact of online reviews. 
Few studies focused on extracting purchase features from online reviews 
to improve the accuracy of purchase forecasting. In addition, excessive 
data dimensions occur when adopting the commonly used textual vector 
describing methods such as word segmentation and word frequency 
statistics. Textual vectors obtained by these methods may result in 
complex computation as well as damage the classification and clustering 
accuracy. 

Hence, unlike the existing qualitative studies, this paper proposes a 
variable analysis method to extract purchase features from online re
views. This paper first eliminates inconsistent scores and proposes a 
model that considers customer psychology to obtain purchase features 
related to ratings. Then a customer preference analysis method based on 
the term frequency-inverse document frequency (TF-IDF) algorithm 
(Spärck Jones, 2004) is adopted to extract features from online textual 

reviews. 

2.2. Online purchase forecasting based on machine learning 

In this subsection, online purchase forecasting based on machine 
learning, including forecasting models and two methods for result 
interpretation, is introduced. 

2.2.1. Machine learning models for customer purchase forecasting 
Machine learning methods have been widely used in purchase pre

diction due to their high prediction performance. Kagan and Bekkerman 
(2018) trained a tree-based forecasting model and then applied it to 
forecast customer purchases. Zhou et al. (2019) established a two-layer 
model for purchase prediction, in which the second layer was combined 
with XGBoost (XGB) algorithm. In addition to adopting a single algo
rithm, Martinez et al. (2020) adopted different machine learning algo
rithms to obtain purchase prediction results. However, different 
machine learning methods have different applicable backgrounds. It is 
difficult to directly determine which machine learning method is 
optimal for online tourism purchase forecasting. In addition, as dis
cussed above, machine learning methods have shortcomings in result 
interpretability, and most of the existing studies ignored further 
analysis. 

Therefore, based on the analysis of behavioral data, this paper selects 
several different types of machine learning methods to predict the pur
chase of online tourism. Two models for forecasting result interpreta
tion, SHAP and PDP, are introduced to explain the prediction results. 

2.2.2. Forecasting result interpretation models: SHAP and PDP 
SHAP is a feature analysis method that focuses on the importance of 

each prediction-related feature (Lundberg & Lee, 2017). In this method, 
the Shapley value of a feature is regarded as the average marginal 
contribution of this feature in all feature sequences. SHAP method can 
well solve the multicollinearity problem. In addition, the feature con
tributions obtained by SHAP take into account both the influence of 
individual features and the possible synergies among features. This 
method has been used to interpret forecasting results and the impor
tance of features in many studies (Parsa et al., 2020). 

PDP is a method to analyze the marginal effect of features on the 
forecasting result. In this method, keep all other variables unchanged, 
and then change the feature to be analyzed to observe how it affects the 
forecasting result. Unlike other feature analysis methods that only 
consider the importance of features, PDP shows whether the relationship 
between forecasting result and the variable is linear, monotonous or 
more complex. As an effective method of explaining forecasting results, 
PDP has been widely used in many studies (Van Nguyen et al., 2020). 

3. Data description and variable analysis 

3.1. Data description 

The dataset used in this paper is provided by a tourism app (https:// 
www.huangbaoche.com), including three types of data: 1) demographic 
information, such as age, gender, and province; 2) operational behavior 
data, such as browsing and purchasing; and 3) online review, including 
numerical ratings and textual reviews. There are two types of tourism 
services in this app: normal and boutique service. The boutique services 
are the critical items of the online tourism platform, while the normal 
services refer to the general services in addition to boutique services. 
Compared with normal services, the boutique services can bring higher 
income. Therefore, this study aims to predict whether customers pur
chase boutique services. A mathematical description of the research 
problem is given as follows: 

Suppose that there are n customers, denoted by i = {1, ⋯, n}. The 
operational behavior variables of customer i are represented by actions 
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Aq
i,j and the corresponding time tq

i,j, for q = 1,⋯,qi. Here, qi signifies the 
total number of action periods and j = 1,⋯, jq indicates the total number 
of actions in action period q. An action period is defined as all actions 
from the appearance of the wake-up app (denoted as action 1) to the 
presence of the next action 1 when the time interval between adjacent 
actions does not exceed a specific value (such as 3 h). If the time interval 
exceeds this value, we treat it as missing data and then supplement ac
tion 1 between these two actions. The corresponding time for the sup
plementary action 1 is consistent with the time of the next adjacent 
action. Numerical ratings and textual reviews are represented by Si,k and 
Ri,k. The corresponding order number and order time are denoted as Oi,k 

and Ti,k, respectively, for k = 1,⋯,mi. Here, mi denotes the total order 
number of i-th customer. All the notations below have the same mean
ing. The research problem can be described as follows: 

Given 

Ui = {(Aq
i,j, t

q
i,j, Si,k,Ri,k,Oi,k,Ti,k)

⃒
⃒
⃒q= 1,⋯, qi, j= 1,⋯, jq, k= 1,⋯,mi} for 

each customer i between time τa and τb, predict whether a given 
customer purchases the boutique services in the next time. This research 
adopts the machine learning algorithms to address this problem. The 
first step is to construct a feature vector xi,τ(τ≤ τb) to characterize 
customer i at time τ based on the behavior data. Then, the forecasting 
value yi,τb+1 for the upcoming time τb + 1 can be obtained based on the 
actual values yi,τ and xi,τ. Therefore, the research problem can be 
reformulated as follows: 

Estimate the value yi,τb+1 from the feature vector xi,τb+1, given in
formation for all i = {1,⋯, n} and τ ∈ [τa, τb]. The solution for this 
problem requires the help of feature variable extraction x1

i,τ,⋯,xM
i,τ. Here, 

M is the number of variables. Therefore, the following section introduces 
the analysis of variables related to purchase forecasting. 

3.2. Variable analysis related to purchase forecasting 

This section introduces variable analysis of the collected multiplex 
behavioral data including operational behavior data and online reviews. 

3.2.1. Variable analysis of operational behavior data 
In the collected dataset, the operational behavior data are repre

sented by 9 action types, among which 1 represents the wake-up of the 
app, 2–4 represent browsing different types of online tourism services, 
and 5–9 represent actions from filling out to final paying. Since the 
collected dataset has been desensitized, detailed information about each 
action is unknown. An example of operational behavior data is shown in 
Table 2. 

Considering that the amount of operational behavior data is too large 
to be analyzed by statistical description, this paper adopts PLTSs to 
describe these data. First, actions 2–4 and actions 7–9 are regarded as 
the same action for calculation due to the disorder of actions 2–4 and the 
similarity of actions 7–9. This paper then adopts the language scale 
function (Yu et al., 2018) to convert the acquired action into a simple 
form. The corresponding relationship between the action and subscript 
is shown in Table 3. Next, converting the actions to PLTSs can be 

illustrated by Example 1. 

Example 1. Suppose that the i − th customer’s operational behavior 
data are shown in Table 2. Actions in the q − th action period can be 
denoted as Aq

i,j and represented as: 

A1
i ={S1(0.125), S2(0.375), S5(0.500)},

A2
i ={S1(0.500), S5(0.500)},

A3
i ={S1(0.143), S2(0.143), S5(0.143), S6(0.143), S7(0.428)},

A4
i ={S1(0.143), S2(0.429), S5(0.286), S6(0.143)},

A5
i ={S1(0.125), S2(0.250), S5(0.250), S6(0.250), S7(0.125)},

After obtaining the PLTS representation of operational behavior 
data, it is necessary to aggregate the information that belongs to the 
same customer. Considering that the relevance of historical behavior to 
future purchases decreases over time, this paper utilizes a time decay 
function called Newton’s cooling law mathematical model to describe 
these decreases. The aggregation method is expressed as follows: 

ωq =
e(− α(T− tqi ))

∑qm

q=1
e(− α(T − tqi ))

, (1)  

Oi =ω1O1
i + ω2O2

i + ⋯ + ωmq Omq
i . (2)  

where ωq represents the weight of the action in the q − th action period. 
Here α is the attenuation constant, which can be calculated by regression 
analysis. T and tq

i represent the prediction and the starting time, 
respectively. This model aggregates information with different weights, 
and the weight difference is obtained according to the length of the time 
interval. Therefore, information aggregation considering the time decay 
can be achieved. After obtaining the representation of operational 
behavior data, this paper analyzes the variables by referring to the 
existing statistical description method. A detailed introduction of the 
obtained variables is as follows:  

(1) Variables related to customer profile. 
Gender, province, and age of customers.  

(2) Variables related to orders.  
1) The number of total orders, normal service orders, and boutique 

service orders;  
2) The last order type;  
3) The time of the last order;  
4) The mean value of the time interval between the adjacent orders.  

(3) Variables related to the operational behavior content.  
1) The number of total actions, last action type, and the ratio of each 

action;  
2) The statistic value of different combination ratios of any two 

actions, including the value of the mean, standard deviation, 
maximum, and minimum;  

3) The action number’s statistical value after each action in the 
corresponding action period, including the value of the mean, 
standard deviation, maximum, and minimum.  

(4) Variables related to the operational behavior time.  
1) The time of each action in the last action period; 

Table 2 
Example of operational behavior data.  

Period Actions Start 
timestamp 

Finish 
timestamp 

Timestamp 
intervals 

1 1, 5, 2, 5, 5, 5, 
2, 4 

1,496,658,129 1,496,658,455 326 

2 1, 5 1,497,821,443 1,497,821,452 9 
3 1, 5, 6, 7, 8, 9, 

3 
1,498,751,517 1,498,752,459 942 

4 1, 4, 5, 4, 2, 5, 
6 

1,498,866,689 1,498,867,027 338 

5 1, 5, 6, 4, 4, 5, 
6, 7 

1,498,871,720 1,498,871,874 154  

Table 3 
Corresponding relationship between actions and subscripts.  

Action 1 2–4 5 6 7–9 

Corresponding subscript 1 2 5 6 7  

S.-x. Chen et al.                                                                                                                                                                                                                                 
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2) The mean time interval between the order and each action of this 
order period;  

3) The time interval statistic of any two adjacent actions, including 
the value of the mean, standard deviation, maximum, and 
minimum;  

4) The statistical value of the time interval between each action and 
the last action in each action period: including the value of the 
mean, standard deviation, maximum, and minimum.  

5) The time interval between the last 10 actions. 

3.2.2. Variable analysis of online reviews  

(1) Variable analysis of numerical rating. 

In the tourism app, customers can feedback on their satisfaction level 
with the tourism services based on a Likert scale, usually on a 5-point 
scale. Considering the inconsistent score in the numerical rating, this 
paper adopts the following model to eliminate rating bias: 

μi =

∑mi

k=1
Si,k

mi
, (3)  

si,k = Si,k + λ

∑mi

k=1

(
Si,k − μi

)

mi
. (4)  

where Si,k is the raw rating and si,k is the standardized rating. The 
parameter λ is related to the customer’s rating bias. Selecting a part of 
the existing ratings as the training set, the parameter λ can be deter
mined by a linear regression model. 

After obtaining the standardized rating, this paper further analyzes 
the rating considering the psychological influence. When making deci
sion, customers usually presuppose a reference point and then measure 
whether each result is above or below this reference point. According to 
the risk perception theory, customers tend to show risk aversion for the 
gain results and risk preferences for loss results. The risk perception 
difference can be defined by the psychological drive of risk, called 
prospect theory (Tversky, 1979). A prospect value function u(x) to 
determine the gain x ≥ 0 and loss x < 0 is established as follows: 

u(x)=
{

xα x ≥ 0,
− δ(− x)β x < 0. (5)  

where α and β represent the risk preference and risk aversion parameters 
of gains and losses, respectively. Here, δ represents the coefficient of loss 
aversion. The prospect value function is shown in Fig. 1. 

Generally, on a 5-point scale, a rating greater than 3 points is 
considered favorable, a rating less than 3 points is considered a loss, and 
a rating of 3 points is considered neutral. According to the prospect 
theory, there is risk perception difference when customers give different 
ratings, where they show risk aversion for favorable ratings and risk 
preferences for loss ratings. Considering this, we therefore introduce the 
prospect theory into the variable analysis of numerical ratings to capture 
the risk perception difference. According to Eq. (5), the customer risk 
aversion and risk preference for different ratings can be calculated by 

u
(
si,k

)
=

{ (
si,k − 3

)α si,k ≥ 3,
− δ

(
3 − si,k

)β si,k < 3.
(6) 

Based on nonlinear regression, Kahneman (1992) analyzed these 
parameters and found that the median values of α and β were 0.88, while 
the median value of δ was 2.25. Therefore, α = β = 0.88 and δ = 2.25 are 
set in this paper. Then, the rating variable that considers the customer’s 
risk perception can be obtained.  

(2) Variable analysis of online textual review. 

Considering the excessive data dimensions caused by the existing 
textual analysis methods, a textual preference extraction model is used 
in this paper to obtain purchase-related variables (Chen et al., 2021). 
The steps of the preference analysis method are as follows:  

Step 1 Text preprocessing. 

Since there are only Chinese reviews in the collected dataset, data 
cleaning, tokenization, and stop word removal are adopted for text 
preprocessing. An open-source Python package (Jieba, https://github. 
com/fxsjy/jieba) and a frequently used stop word dictionary are adop
ted to complete word segmentation and stop word removal, 
respectively.  

Step 2 Textual features extraction. 

The commonly used TF-IDF algorithm is adopted to extract the ser
vice features, and the obtained information includes the keywords of the 
service features and the corresponding weights.  

Step 3 Textual features preference analysis. 

First, establish the item feature matrix W of different services, 
including the feature keywords and the corresponding weights. Wkj is 
the relationship strength between item ak and feature xj, that is, the 
opinion of most customers on the item ak. 

Second, construct the customer feature matrix I based on the features 
of the services. Iij is the preference relationship strength of the customer 
for feature xj. To construct matrix I, we first calculate the probability of 
these selected feature keywords in each review. Then, n customer 
feature matrices including the feature keywords and probability can be 
obtained, where n is the number of reviews. The comprehensive 
customer feature matrix can be obtained by aggregating each feature 
matrix of the same customer. 

Finally, customer preference can be obtained by calculating the 
similarity between matrices W and I. 

4. Architecture of the proposed forecasting model 

This section introduces the architecture of the proposed online 
tourism purchase forecasting model, as shown in Fig. 2. This architec
ture is designed following Cross Industry Standard Process and Data 

Fig. 1. Prospect value function.  
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Mining framework (Oztekin, 2016). First, business understanding rep
resents proposing the research objective, i.e., research on online tourism 
purchase forecasting in this paper. Second, data collection and under
standing refer to collecting and understanding the dataset related to the 
research objective. Third, data preparation is adopted to obtain the 
normalized data. In this paper, missing values of demographic infor
mation are filled in with 0 for the calculation. Additionally, the prov
inces are divided into three tiers according to Chinese city classification 
for the ease of calculation. The preparation of the operational behavior 
data and online reviews are conducted according to the methods in 
section 3.2. 

Then, model development and validation, including the analysis of 
determinants and the forecasting of online tourism purchasing, are 
conducted. The steps of the analysis on determinants of customer pur
chase are as follows:  

Step 1 This study adopts the variable analysis method proposed in 

section 3.2.1 to obtain the operational behavior data variables.  
Step 2 Eqs. (3) and (4) are adopted to eliminate the rating bias. In 

addition, rating-related variables that consider customer risk 
perception are obtained by Eq. (6).  

Step 3 With regard to the textual data, this paper sets the parameter 
topK of TF-IDF algorithm to 20. The results, including the feature 
keywords and corresponding weights, can be obtained as listed 
in Table S1 of Supplementary_A. Customer preference features 
can be obtained by the variable analysis method of online textual 
review in section 3.2.2. 

The obtained variables are then introduced into prediction models to 
obtain the final results. Some commonly used machine learning algo
rithms are adopted to perform the predictions, including logistic 
regression (LR), random forest (RF), XGB, LightGBM (LGB), and stack
ing.  

● Logistic regression. 
LR (Conklin, 2002) is a generalized linear regression analysis al

gorithm. By adopting the sigmoid function g(), the actual value of the 
classification can be associated with the predicted value, and the 
prediction function of LR is: 

hθ(x)= g
(
θT x

)
= 1

/(
1+ e− θT x

)
, (7)  

where θ represents the combination of parameters remaining to be 
calculated. Then, the cost functions of LR are derived based on the 
maximum likelihood estimation: 

Cost(hθ(x), y)=
{
− log(hθ(x)) if y = 1
− log(1 − hθ(x)) if y = 0 (8)    

where J(θ) represents the final cost function. And the forecasting 
result can then be obtained by parameter optimization algorithms 
such as the gradient descent method and conjugate gradient method.  

● Random forest. 
The basic unit of RF (Biau & Scornet, 2016) is the decision tree, 

and this algorithm belongs to a branch of machine 
learning-integrated methods. The final output of RF is obtained by 
integrating the output of multiple trees. Unlike the normal decision 
tree model, RF first obtains the base decision tree node and randomly 
selects k elements. Then, the classification can be conducted based 
on the obtained subset of elements. Supporting that there are N 
training samples with M features, the steps of RF for classification are 
as follows: 

First, select m features to determine the results of decision tree 
nodes, where m is much less than M. Second, a training set is ob
tained from N training samples with N return sampling, and the rest 
are taken as the test sets. Finally, m features are selected randomly, 

Fig. 2. Architecture of the proposed forecasting model.  

J(θ)= 1 /m
∑m

i=1
Cost

(
hθ
(
x(i)

)
, y(i)

)
= − 1 /m

∑m

i=1

(
y(i) log hθ

(
x(i)

)
+
(
1 − y(i)

)
log

(
1 − hθ

(
x(i)

)))
(9)   
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and the decision value of each node is determined based on the 
selected features. Then, the best splitting method is calculated ac
cording to these m features.  

● XGBoost and LightGBM. 
XGB (Chen & Wang, 2016) is a scalable end-to-end tree boosting 

system. In XGB, the algorithm continually adds trees and constantly 
morphs features to grow a tree. Each time a tree is added, a new 
function is learned to fit the last predicted residuals. The objective 
function of XGB is: 

L=
∑

i
l
(

ŷi − yi

)

+
∑

k
Ω(fk). (10)  

The objective function consists of two parts: the error of the model 
l(ŷi − yi) and the regularization term Ω(fk). The first part is used to 
measure the difference between the prediction value ŷi and the true 
value yi. The other part characterizes the complexity function of the 
tree. In Ω(fk), k is the number of trees and fk represents the model of 
the k-th tree. The calculation expression of Ω(fk) is: 

Ω(fk)= γT +
1
2

λ
⃦
⃦ω2

⃦
⃦. (11)  

The regularization term also contains two parts, where T is the 
number of leaf nodes and ω denotes the leaf node score. γ controls the 
number of leaf nodes and λ regulates the leaf nodes scores to prevent 
overfitting. The XGB algorithm is widely used because of its advan
tages, such as supporting parallelization and adding sparse data 
processing. 

LGB (Wang et al., 2017) is a distributed gradient lifting framework 
based on a decision tree. Unlike XGB, LGB uses a leafwise growth 
strategy for a decision tree, each time finding a leaf with the highest 
split gain from the current leaf to split to achieve the loop’s growth. 
The comparisons between XGB and LGB are shown in Table 4. From 
this table, it can be obtained that the tree split search of LGB is based 
on the histogram algorithm. Therefore, LGB occupies less memory 
and has lower complexity of data separation. In addition, LGB sup
ports cache hit ratio optimization and categorical features.  

● Stacking 

Stacking (Wagner et al., 2019) is a process of model hierarchical 
fusion. Taking the two-level stacking as an example, the basic flow is 
shown in Fig. 3. In this method, multiple classifiers (classifiers 1 of 
Fig. 3) are initially trained to obtain the output of each classifier. Then a 
new classifier (classifier 2 of Fig. 3) that adopts the former output results 
as the input is trained. Moreover, the final result is outputted. LR model 
is often used as the classifier 2 in Fig. 3. Stacking has been widely used in 
various algorithm games and has achieved good prediction 
performance. 

Next, as shown in Fig. 2, the step of model evaluation measures the 
performance of the proposed forecasting model. Finally, the step of 
model deployment refers to the result interpretation of the purchase 

forecasting. In turn, the valuable result interpretation can help to un
derstand the business objective. 

5. Experiments 

This section introduces the proposed model into the collected dataset 
to forecast online tourism purchases. There are over 40,000 customers in 
the collected database with a period from September 2016 to September 
2017. During this period, 20,653 orders and more than 1 million actions 
of these customers are recorded. There are 9863 ratings and 3752 tex
tual reviews in the dataset. 

Commonly used evaluation methods, including mean absolute error 
(MAE), accuracy (ACC), precision, recall, F1-score, and area under the 
receiver operating characteristic curve (AUC), are used to evaluate the 
forecasting performance of models. During the experiment, the dataset 
is randomly divided into a training set and test set according to the 
commonly used 7:3 ratio. The GridSearchCV method is adopted to adjust 
the parameters of RF, XGB, and LGB. Stacking method takes XGB and 
LGB as the first level classifiers and LR as the second classifier. All of the 
following experiments are conducted in Python 3.7. 

5.1. Results analysis 

Online tourism forecasting results obtained by the proposed data- 
driven methods are shown in Table 5. 

First, Table 5 shows that LR is the worst-performing model. This is 
because there is a significant difference in the number of two samples (i. 
e., the purchases of boutique service and normal service), with a ratio of 
1:7. In this case, the prediction performance of LR is usually poor. In 
addition to LR, other models can achieve better prediction. ACCs of the 
other models exceed 90%, which indicates that most models can predict 
90% of the samples accurately. AUC of all the forecasting methods 
except for LR exceed 0.9. The value of AUC is generally between 0.5 and 
1, and it is generally believed that the method has high accuracy when 
AUC is greater than 0.9. These results illustrate the feasibility and 
effectiveness of the proposed prediction framework. Fig. 4 shows the 
comparison results of these methods to compare the forecasting per
formance of the selected methods in addition to LR. 

First, it can be seen from Fig. 4 that MAE of stacking is the smallest, 
followed by XGB, LGB, and RF. Based on the definition of MAE, this 
result indicates that the average prediction error of stacking is the 
smallest, and the prediction performance is the best. Secondly, the 
forecasting accuracy of these four models is more than 93% for ACC, and 
the best model in terms of ACC is stacking. As seen in Fig. 4, the values of 
the precision and recall appear to be irregular. The highest precision 
value is XGB, but LGB exhibits the best performance in the recall. This is 
because the precision and recall are conflicting performance measures. 
F1-score that considers the balance of precision and recall can be used to 
evaluate the final forecasting. The optimal model under F1-score is still 
stacking. Finally, AUC obtained by the four models are all over 0.94, and 
the best prediction model is stacking with an AUC of 0.97. 

Overall, the above models have good prediction performances from 
different evaluation measures, which indicates that the proposed pre
diction model can obtain accurate prediction results. In addition, 
stacking performs the best among these models. 

5.2. Result interpretation and managerial insight discussions 

As we discussed above, the interpretation of the model results is as 
important as the accuracy of forecasting. Therefore, this subsection ex
plores the interpretation of the forecasting results to obtain data-driven 
managerial implications for online tourism services. Taking the fore
casting results of XGB as an example, SHAP is used to obtain variable 
contributions based on their marginal value. Then, PDP is adopted to 
identify how these important variables affect the final purchase. 

Table 4 
Comparisons between XGB and LGB.   

XGB LGB 

Tree growth Level-wise Leafwise with max depth 
limitation 

Split search Presorted algorithm Histogram algorithm 
Memory cost 2*#feature*#data*4Bytes #feature*#data*1Bytes 
Calculation of split 

gain 
O (#data*#features) O (#bin*#features) 

Cache-line aware 
optimization 

N/A 40% speed-up on Higgs data 

Categorical feature 
support 

N/A 8 speed-up  
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5.2.1. Results and discussions of SHAP 
Based on the open-source package of Python, i.e., shap, the impor

tance of the top 20 variables can be calculated by the mean SHAP value, 
as shown in Fig. 5. In this figure, normal service preference, boutique 
order number, rating, and last action type are the most vital variables. 
Fig. 5 also illustrates that other variables, such as last order time and 
boutique service preference, are moderately important. Some variables 
not shown in Fig. 5, such as gender and province, show weak forecasting 
contributions to customer purchases of boutique tourism services. 

After obtaining the importance of variables, Fig. 6 shows the sum
mary of SHAP values for the top 20 variables to understand the effect of 
each variable. In Fig. 6, each point represents a sample, the red point 
represents a larger value, and the blue point represents a smaller value. 
The ordinate represents the top 20 variables, and the abscissa represents 
SHAP value. It can be concluded that there are three types of variables in 
Fig. 6. The first type’s characteristic is that the larger the variable value 
is, the greater the SHAP value, i.e., the greater the contribution to the 
forecasting. Correspondingly, the smaller the variable value is, the 
smaller the contribution to the forecasting. Representative variables 
include boutique service number and last action type. The second type of 
variable shows that the larger the variable value is, the smaller the SHAP 

value, i.e., the smaller the forecasting contribution. Correspondingly, 
the smaller the variable value is, the greater the forecasting contribu
tion. This type of variable includes normal service preference. Third, the 
variable value change has little effect on SHAP value, such as the min
imum of the time interval between action 5 and the last action. 

Then, considering that how these variables affect the forecasting 
results remains to be analyzed, this paper adopts PDP to analyze the 
result interpretation and discuss some managerial insights in the 
following subsection. 

5.2.2. Results and discussions of PDP 
In this part, the top four important variables obtained by SHAP are 

selected for PDP analysis to identify the effects of each variable. Based 
on the pdpbox package in Python, PDP of these four variables can be 
obtained, as presented in Fig. 7 to Fig. 10. In PDP, the x-axis represents 
the variable value, while the y-axis represents the change in forecasting 
results compared to the baseline. The blue shaded parts in these figures 
represent the confidence interval, and the curves represent the influence 
of each variable on the final forecasting. Next, the influences of the 
selected four variables are discussed.  

∙ Normal service preference 

This feature is calculated by the variable analysis of online textual 
reviews, representing customers’ preference for normal tourism service. 
According to SHAP results in Fig. 5, normal service preference is the 
primary variable contributing to the final forecasting. That is, compared 
to other variables, valuable information extracted in online reviews has 
a greater impact on boutique tourism purchases. This result confirms the 
fact we discussed above that for experiential products such as online 
tourism, customers rely more on review content to state their experi
ence. In addition, according to the summary of SHAP value in Fig. 6, this 
variable negatively affects the purchase of boutique tourism services. In 
PDP of this variable shown in Fig. 7, the curve below the baseline also 
confirms this finding. In particular, Fig. 7 shows that as the value of 
normal service preference increases, this variable’s negative effect on 
forecasting results remains constant. In other words, once customers 
show a preference for normal service, they are less likely to purchase 
boutique tourism service, and this likelihood does not change with the 
increase of normal service preference. This finding can be explained by 
bounded rationality theory, which indicates that customers’ cognition 
limits their rationality. When customers prefer normal tourism service, 
they are therefore more likely to avoid browsing information about 
boutique tourism service that requires many extra cognitive efforts. 

Notably, as displayed in Fig. 5, compared with the normal service 
preference, the boutique service preference has no significant impact on 
the final result (14th rank). This is because in the boutique tourism 
purchases, the normal service preference can be regarded as the negative 
feedback. While according to the negativity bias, the unfavorable feed
back has a greater impact than favorable ones. This finding can serve as 

Fig. 3. Example of a two-level stacking model.  

Table 5 
Forecasting results obtained by the proposed data-driven methods.  

Prediction 
model 

MAE ACC Precision Recall F1- 
score 

AUC 

LR 0.16 83.71% 0.519 4 0.067 7 0.119 7 0.527 7 
RF 0.07 93.09% 0.882 9 0.666 2 0.759 4 0.944 8 
LGB 0.06 94.41% 0.868 4 0.776 3 0.819 7 0.969 2 
XGB 0.06 94.19% 0.887 3 0.739 4 0.806 6 0.969 6 
Stacking 0.05 94.50% 0.879 4 0.769 7 0.820 9 0.970 0  

Fig. 4. Comparison results of the prediction models in addition to LR.  
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a reminder that managers cannot only rely on direct preferences to 
predict future customer purchases. The indirect negative preferences of 
customers can provide more valuable information. In this paper, for 
customers who prefer normal tourism service, we think they are less 
likely to purchase boutique tourism service in the future. This finding 
may help managers identify some irrelevant customers. 

More importantly, considering the importance of customer prefer
ence in online reviews, managers should pay more attention to 
extracting customer preference from online tourism reviews. In other 
words, it is necessary to consider various ways to capture customer 
preferences when designing tourism online review pages. Considering 
that customers are sometimes reluctant to give comments, some easy 
ways, such as designing multiple-choice questions similar to question
naires, can be adopted to attract customers to give reviews. These 
multiple-choice questions should include customer focus, current 
tourism issues, and distinct tourism service features. For example, 

managers can set up questions related to tourism keywords in Table S1 
of Supplementary_A. Since these questions are something customers 
caring about, they are more likely to give comments. Current tourism 
issue-related questions can also attract customers giving reviews, and as 
a result attract potential customers to browse and heed. Then, questions 
containing distinct tourism service features can provide more specific 
tourism descriptions. Therefore, potential customer confusion caused by 
similar tourism information can be avoided. Additionally, some func
tions to promote customers’ interactions can be attached to tourism 
online review pages, allowing customers to supplement content not 
mentioned in the multiple-choice questions. Trust transference theory 
confirms that social interactions and information exchange contribute to 
increased online trust and eventually lead to higher demand. The 
customer preferences obtained in this way are more in line with the 
actual preference and are of high quality and easy to analyze. When 
customers perceive the positive quality of online tourism platforms, the 

Fig. 5. The importance of the top 20 variables.  

Fig. 6. Summary of SHAP value for the top 20 variables.  
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possibility that they use them to purchase also increases.  

∙ Boutique order number 

Fig. 5 suggests that the boutique order number shows great impor
tance in boutique tourism service purchases. This result is consistent 
with actual online purchases; that is, historical selection affects future 
purchases. In addition, PDP in Fig. 8 illustrates that the boutique order 
number has a monotonic positive association with boutique tourism 
service purchases. That’s to say, the purchases of boutique tourism 
services tend to increase as the number of historical boutique orders 
increases, indicating the positive reputation and goodwill accumulated 
over a long period. Therefore, this variable can be regarded as the basis 
for a business to establish a lasting relationship with its customers and is 
closely related to the customer trust. 

In addition, Fig. 5 also shows that the last order time is also the key 
variable among the order-related variables. PDP of the last order time is 
shown in Fig. S1, demonstrating this variable’s monotonic positive effect 
on the final result. In other words, customers who have recently pur
chased tourism services are more likely to purchase boutique tourism 
services. This finding contradicts some previous studies, which 

confirmed that tourism services were purchased relatively infrequently. 
Therefore, customers are less likely to purchase again when they have 
recent travel experience. However, as mentioned above, some studies 
suggested that the relevance of historical information to future pur
chases decreased over time. In other words, it is reasonable that recent 
purchases have positive effects. These two results seem to contradict 
each other, and we believe that there should be a balanced time point. 
When the last order time is closer to the time point, customers are more 
likely to purchase boutique tourism services. Moreover, as shown in 
Fig. 5, in terms of order-related variables, the effect of boutique order 
number is more important than that of last order time. In this case, the 
boutique order number may influence the effect of the last order time 
when forecasting, thereby generating PDP result in Fig. S1. However, 
since the last order time shows relatively little impact on the final result, 
we do not carry out a detailed discussion. Further analysis can be con
ducted to discover the particular effect of the last order time. 

Combined with the above findings, some management implications 
can be concluded to guide the business activities of online tourism. On 
the Internet, repeat customers, those who order more than one, can be 
more profitable than new customers (Kim & Gupta, 2009). Therefore, 
combining with PDP results in Fig. 8, managers should put forward some 

Fig. 7. PDP of the normal service preference.  

Fig. 8. PDP of the boutique order number.  

S.-x. Chen et al.                                                                                                                                                                                                                                 



Tourism Management 87 (2021) 104357

11

methods to increase customer trust and encourage consumers to make 
repeat purchases. For example, different combinations of tourism 
boutique services can be recommended to different customers according 
to their purchase possibilities in Fig. 8. In addition, managers should 
keep in touch with customers who show a high possibility of purchasing 
repeatedly and offer discount activities to them in time to attract 
purchasing.  

∙ Rating 

Rating is the representative of crowd intelligence and shows great 
importance to the purchases of boutique tourism services, according to 
Fig. 5. In line with this finding, many studies have emphasized the 
importance of ratings on customer purchases (Fang et al., 2016). PDP of 
this variable is shown in Fig. 9. From this figure, PDP values of ratings 
higher than the neutral level (i.e., rating between 3 and 5) are higher. 
That is, customers with ratings between 3 and 5 are more likely to 
purchase boutique tourism services. While PDP values of ratings be
tween 1 and 3 are relatively low, indicating that these customers are less 
likely to purchase boutique tourism services. This finding is consistent 
with the existing researches and can easily be explained: since the rating 
represents the customer’s satisfaction with the tourism service, a rating 
below the neutral level indicates that the provided tourism service does 
not satisfy the customer’s desired expectations. Therefore, customers are 
less likely to purchase boutique tourism services in the future. Accord
ingly, customers with higher satisfaction levels are more likely to pur
chase boutique tourism again. 

While in terms of the dynamic effects of this variable, it can be found 
in Fig. 9 that the impact continues to increase linearly when the rating 
increases from the lowest level to the neutral level. However, when the 
rating is higher than 3 points, PDP values remain unchanged with the 
increase of rating. In summary, the customer purchases will increase as 
the variable increases within the certain scope. When the it equals a 
certain value, increasing the variable has no effect on the final result. 
This finding can be explained by the marginal benefits decrease theory 
of consumer utility, which indicates that rational consumers seek 
maximum total utility, but they do not increase consumption when the 
marginal utility is reduced to zero. That is to say, although improving 
the variable value can increase the revenue (for variables such as the 
rating), the continuous improvement does not bring new income when 
reaching a certain level (where marginal utility is zero). This result is 
consistent with a previous study (Van Nguyen et al., 2020), which 
confirmed that positive polarity reviews positively affected sales, but 
such an effect would level off when there was a strong positive polarity 

in the reviews. For this type of variable, managers should avoid the 
continuous resource investment when it reaches the certain level. 
Instead, resources should be redirected to areas where they can be used 
more productively to avoid wasting. This conclusion can also be 
extended to the analysis of other variables with the similar 
characteristics. 

Therefore, it should be noted that tourism managers should pay more 
attention to customers with ratings lower than 3 points, as the resource 
investment in these customers may bring considerable incomes. This 
result is contradictory with some traditional views that managers should 
focus on customers with ratings from 3 to 5. Although these customers 
are more likely to purchase boutique tourism service, the stable effect of 
ratings from 3 to 5 shows few contributions when increasing resource 
investment in these customers. In this regard, considering the roles of 
unfavorable ratings, i.e., informants (customer feedback) and recom
mendations (service popularity) (Park & Lee, 2008), managers can take 
measures on ratings to attract customers. For example, managers should 
first understand why these customers give unfavorable ratings by textual 
online review analysis and following up customers. Then, analyze the 
aspects that need to be improved to reach the neutral level of ratings.  

∙ Last action type 

The last action type represents what customers did for the last time 
they used the app, so it is easy to associate this variable with customer 
purchase. Fig. 5 suggests that this variable has a vital contribution to 
boutique tourism service purchases. And PDP in Fig. 10 shows the spe
cific effects of this variable on the final result. First, it can be seen from 
Fig. 10 that actions before filling out (action 1 to action 5) do not affect 
the purchase of boutique tourism services. This is because online cus
tomers often spend more time and effort comparing and judging tourism 
services they want to purchase. According to rationality boundary the
ory, they therefore tend to have uncertainty when browsing online 
before filling out, triggering great debate and requiring greater cognitive 
effort to evaluate. Therefore, actions before filling out show an unclear 
effect on the boutique tourism service purchases. 

In addition, it can be seen in Fig. 10 that when the last action type is 
filling out (action 5), this variable begins to have a positive effect on the 
purchase of boutique tourism services. However, when the last action is 
paying (action 6 or later), the effect of this variable remains constant. It 
can be concluded that the action 5 and action 6 are the crucial actions. 
This finding can also be confirmed by Fig. 5, in which many variables 
related to these two actions have major influences. This result can be 
explained by the fact that after customers accomplish the filling out, i.e., 

Fig. 9. PDP of the rating.  
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action 5, they have found something they want among the numerous 
pieces of information. Hence, it is evident that these customers are more 
likely to purchase boutique tourism services. In addition, key actions 
obtained by the data-driven method help discover valuable information 
related to actions. Thus, the amount of data to be analyzed can be 
reduced, which is an excellent advantage for dealing with massive 
customer operational behavior data. 

From the above findings, managers should pay attention to the 
process from action 5 to action 6, i.e., filling out to paying. First, man
agers can push information to customers staying in action 5 to remind 
them to pay. In addition, managers can optimize the patterns of filling 
out and payment in online tourism platforms to help customer accom
plish paying in time. First, multiple payment methods, such as NFC, QR 
codes, and mobile wallets, can be offered for tourism payments. Second, 
the availability, ease of use, security, and compatibility of the tourism 
payment system should be highly valued. The safer the online tourism 
platform, the more likely customers utilize the platform (Lee et al., 
2012). Third, if there is an international tourism business, the compat
ibility and ease with overseas customer payments should also be 
considered. 

The above findings are obtained by the proposed data-driven 
method, which contributes in discovering the effect of variables that 
are difficult to obtain by the hypothesis or empirical analysis. In addition 
to the above four variables, the effects of other variables can also be 
analyzed. A summary of the findings in this work is provided in Sup
plementary Materials_B. 

6. Conclusions 

Modern tourism has become individual, accessible, and user-friendly 
thanks to the information presented on the Internet. This paper develops 
a data-driven method to obtain customer purchase forecasting results for 
online tourism and help managers provide better tourism services on
line. First, this paper proposes different variable analysis methods for 
multiplex behavior data. Second, this study adopts several different 
machine learning algorithms to verify the validity of the extracted var
iables. The experimental results show that stacking performs excellently. 
Finally, some market insights are discussed by two interpretation 
models. Compared with the existing research, this paper has the 
following advantages. First, this paper adopts PLTSs to transform a large 
amount of operational behavior data into a simpler form. Second, this 
paper introduces prospect theory to analyze customer ratings so that 
customer risk perception can be considered. The third advantage is that 
the proposed data-driven method contributes to discovering valuable 

findings to guide business activities of online tourism. 
However, there are still some shortcomings in this paper. First, some 

critical information, such as airline tickets, service prices, and holiday 
packages, is not considered due to the limited data available. Second, in 
addition to tourism platforms, information from other websites, such as 
YouTube and Tik Tok, also impacts customer purchases. In future work, 
we will consider the multi-source information for a comprehensive 
analysis. Third, the findings of this paper are obtained based on one 
tourism platform, so it may be difficult to apply the results to other 
platforms. Future research can consider the commonalities and differ
ences between different tourism platforms to share some effective 
implications. 
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