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a b s t r a c t

Control of a robotic arm using a brain–computer interface (BCI) for reach and grasp activities is one of
the most fascinating applications for some severely disabled people, which is especially challenging for
the non-invasive BCIs based on electroencephalography (EEG). In this paper, shared control is applied
to realize the control of a dexterous robotic arm with a motor imagery-based (MI-based) BCI and
computer vision guidance. With the utilization of the shared control, the subjects just need to move
the robotic arm by performing only two different mental tasks to the surrounding area of the target.
The accurate pose of the target is estimated by a depth camera equipped in the robot system. Once the
endpoint of the robotic arm enters the pre-defined vision-guided region, the robotic arm will grasp the
target autonomously. Five healthy and inexperienced subjects participated in the online experiments
and the average success rate is above 70% even with no specific user training. The results show that
the shared control can make the robotic arm accomplish the complex tasks (reach and grasp) with
the simple two-class MI-based BCIs.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Robotic arm control with BCIs

Brain–computer interface (BCI) is a control and communica-
tion option between human and external devices, which does not
depend on the peripheral nerves and muscles [1]. For people with
paralysis due to trauma, stroke, etc, BCIs are conceived to hold
promise for increasing self-sufficiency in their daily lives. In order
to restore movement control in paralysed people, it has always
been an ambitious goal to design a brain-actuated robotic arm
for reach and grasp activities in a three-dimensional (3D) space.

Most advances in BCI-controlled robotic arms are achieved
using invasive BCIs, which can acquire higher-quality of signals
than that of non-invasive BCIs. Subjects have learned to control
the robotic arm to perform complex functional tasks by decod-
ing signals acquired by implanted electrodes [2–4]. However,
the technical difficulties and clinical risks of the invasive BCIs
remain the major limitations toward the practical applications.
Additionally, ethical concerns exist widely among the invasive
technologies [5].

In contrast, the non-invasive BCIs which record the electroen-
cephalography (EEG) over the scalp are easier and safer. Previous
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studies have validated that human subjects could control the
planar movement of a robotic arm using BCIs with three [6] or
four [7] different mental tasks. Regarding more complex move-
ment, a non-invasive BCI system using P300 potentials was de-
veloped to realize the control of a robotic arm with multiple
degrees-of-freedom (DOFs) [8]. A main drawback with the evoked
BCI is the requirement of external stimulus, which restricts its
practical applications [5]. Moreover, subjects are required to look
at a screen to elicit the evoked potentials during the control,
which can distract them from observing the realtime state of
the robotic arm [8]. It is preferable to use a non-invasive BCI
extracting spontaneous features which does not depend on the
external stimulus. A related research was reported recently, in
which a motor imagery-based (MI-based) BCI was utilized to
move a robotic arm in a 3D space [9]. The 3D movement was
completed with a sequential movement strategy, which enabled
the subjects to achieve the 3D movement by utilizing only four
discriminative mental tasks. Despite of this, user training is re-
quired before the realtime control of the robotic arm. The subjects
have to learn to generate four different mental states. Also, they
need to adapt to the sequential movement strategy, which brings
more cognitive burden.

In control of a dexterous robotic arm, one tremendous chal-
lenge is the limited capacity of the non-invasive BCIs based on
spontaneous brain activities. The independent control commands
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generated from the non-invasive spontaneous BCIs are not suffi-
cient to control a dexterous robotic arm. The most advanced one
can just output three pairs of independent commands, which cor-
responds to six different mental tasks [10]. However, six or seven
pairs of independent control commands are needed theoretically,
if the open and close of the end gripper is included, to perform
reach and grasp activities in a 3D space. Besides, intensive user
training is required to master the usage of a spontaneous BCI even
though there are just two [9,11] or three [10] pairs of indepen-
dent commands, which brings more cognitive burden over the
disabled users. Facing the practical applications in the daily life,
as long as the functional activities can be achieved, it is preferable
that the BCI system is simple enough and easy to use.

1.2. Shared control

Shared control can be a solution for the problem of lim-
ited capacity of non-invasive BCIs in control of a robotic arm
with multiple DOFs. The intelligent device and the subject col-
laborate to control the whole system when shared control is
used. By reducing the requirements of the BCIs, it may improve
the usability of the BCI-controlled robotic arms in practice. This
control strategy has been applied in some brain-actuated appli-
cations to enhance the performance of the systems, including
wheelchair [12,13] and helicopter [14].

In case of robotic arm control, shared control strategy has been
used to improve the grasping performance (e.g., the adjustment
of the gripper orientation to grasp the target accurately) for the
invasive BCIs while the 3D movement of the robotic arm is under
control of the subjects [15–17]. However, it is still difficult now
for the spontaneous non-invasive BCIs to finish the 3D movement.
The number of output commands is limited because of the poor
quality of the EEG signals recorded from the scalp. Although it
was demonstrated that people can learn to move the cursor in
a virtual 3D space through a spontaneous non-invasive BCI by
producing three pairs of independent control commands [10],
long-term user training is required and the system has not been
verified with a real robotic arm yet. Thus, with the shared control,
should not only the realization of steady grasping function be
considered for the spontaneous non-invasive BCIs, the possibility
of performing 3D movement with less than three pairs of inde-
pendent control commands is also worthy of exploration. If less
independent commands are required, the output accuracy of the
BCI system holds the potential to be higher [18,19]. In addition,
it may also decrease the time of user training before use, which
will help a lot in applying the spontaneous non-invasive BCIs in
the daily life.

In the present study, we apply a shared control strategy to an
MI-based BCI for reach and grasp tasks in a 3D space. Due to the
introduction of machine autonomy, only binary output from the
BCI is required during the tasks, which makes the potential of this
system extend beyond a laboratory study.

2. Methods

The architecture of this shared control system is diagrammed
in Fig. 1. The whole system consisted of three subsystems: the
BCI system, the robot system and the arbitrator. The output of
the BCI system was two types of control commands following
the EEG signals acquisition and decoding. The robotic arm could
move in a horizontal plane under the BCI-guided control. In the
robot system, the pose of the target block was estimated after
the point clouds were captured by a depth camera fixed at one
corner of the table. The robotic arm could then plan and execute
the motion to grasp the target block once under the vision-guided
control. The arbitrator defined the switch conditions between the
BCI-guided control and vision-guided control according to the
distance between the endpoint of the robotic arm and the target
block.

2.1. BCI system

The BCI system ran on a Windows operating system. EEG
signals were recorded using a 32 channel electrode cap and
amplified by a BrainAmp amplifier (Brain Products GmbH, Ger-
many). The sampling rate was 200 Hz. The subjects were asked
to imagine the right- and left-hand movement to generate the
two different mental states, which means the output of the BCI
system was one pair of control commands.

Following the signal acquisition, a band-pass filter with a
bandwidth of 8–30 Hz was utilized to obtain the mu and beta
rhythms, which are considered to be correlated with MI tasks [20].
The common spatial pattern (CSP) algorithm was implemented
to extract the signal features [21]. The extracted features were
classified by a linear discriminant analysis (LDA) classifier. The
binary output of the LDA classifier was sent out through a serial
communication module. The analysis time window was set to be
1 s with a step length of 0.5 s.

A training session was implemented to obtain the parameters
of the LDA classifier before online control. It is different from the
user training, which is used to indicate the process of learning
to finish the specific tasks (e.g., how to transfer from 1D control
to 2D control [11]). The training session consisted of 60 single
trials. Half of these trials were right-hand MI tasks and the others
were left-hand MI tasks. The subjects imagined the corresponding
hand movement according to the visual cues shown in a random
order on the screen. The training session for each subject lasted
for about 10 min. After the training session, the subjects could
then generate two types of BCI control commands to move the
robotic arm online.

2.2. Robot system

A UR5 robot (Universal Robots A/S, Denmark) with six DOFs
was employed in the experiments. The maximum working radius
of the robot is 0.85 m. A RG2 gripper (On Robot ApS, Denmark)
was equipped at the end of the robot. The working stroke of
the gripper is 0.11 m. The robot system ran on a Ubuntu and
ROS operating system. Generally, this subsystem realized three
functions: pose estimation, BCI-guided control and vision-guided
control.

2.2.1. Pose estimation
The pose of the target block was estimated through the it-

erative closest point (ICP) algorithm. A RealSense SR300 RGB-D
camera (Intel Corporation, USA) was chosen to capture the point
clouds of the working space. The camera was fixed at one corner
of the table (Fig. 1). The height of the camera from the table was
around 0.3 m. The acquired point clouds were firstly downsam-
pled with a voxel grid filter. A passthrough filter was then utilized
to cut the point clouds at the edge of scene. It is helpful to remove
some outliers and get a clean surface with the target block on it.
The point clouds of the target block were extracted by segmenting
the point clouds of the table plane. To improve the quality of the
final point clouds of the target block, a statistical removal filter
was used. After the pre-processing, the ICP algorithm was applied
to estimate the pose of the target block. The point clouds of the
model were drawn manually according to the geometrical shape
of the target block. The target block is made of wood and the
length of it is 0.05 m.
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Fig. 1. Architecture of the shared control system. The whole system consisted of three subsystems: the BCI system (blue box), the robot system (orange box) and
the arbitrator (gray box). After the EEG signals acquisition and decoding, the binary output of the BCI system was designed to move the robotic arm in a horizontal
plane. In the robot system, the point clouds of the target block were captured by a depth camera fixed at one corner of the table. The pose of the target block
could be estimated then. The robotic arm could plan and execute the motion to grasp the target block once under the vision-guided control. The switch conditions
between the BCI-guided control and vision-guided control were defined by the arbitrator according to the distance between the endpoint of the robotic arm and
the target block . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

2.2.2. BCI-guided control
During the BCI-guided control, when the classification result

was right-hand MI, the endpoint of the robotic arm would go
right front. Conversely, it would go left front. The degree between
the movement direction and the front was 45 degrees. Therefore,
the available reaching area was a sector in front of the subject,
the central angle of which was 90 degrees [Fig. 2(b)]. This method
enabled the endpoint of the robotic arm to move in a horizontal
plane with just two types of control commands. A similar one has
been successfully utilized in the wheelchair control based on an
MI-based BCI [22].

The UR5 robot was controlled at the Script Level through the
URScript programming language. The two different BCI control
commands corresponded to two URScript commands: left front
movement and right front movement. The endpoint of the robotic
arm moved at a constant speed of 0.028 m/s in both conditions.
The URScript commands were sent to the robot by a socket
connection.

2.2.3. Vision-guided control
When the robot was under the vision-guided control, the final

reach and grasp process was divided into three steps. Firstly,
the endpoint of the robot would move to the right top of the
target block. The wrist 3 joint of the UR5 robot then rotated for
an appropriate angle to align the gripper to the target block. In
the end, the gripper closed and grasped the target block for the
subject. In this autonomous mode, the robot moved at the full
speed.

2.3. Arbitrator

Fig. 2 shows the principles of the arbitrator. The front space of
the robotic arm was divided into three parts: BCI-guided region,
vision-guided region and the blind zone. The robotic arm was
under control of the subject when the endpoint of the robotic arm
located in the BCI-guided region. The robotic arm would take over
once its endpoint entered the vision-guided region.

Because of the BCI control strategy, there were two blind zones
in the two sides of the start point. However, the blind zones
changed dynamically with the location of the start point. Now
that the BCI system could only generate two different control
commands and realize the planar movement, the robot itself
should be able to adapt the height. Therefore, the shape of vision-
guided region in our study was designed to be a cylinder around
the target block and it did not have the limit in the z direction
[Fig. 2(a)]. In that case, even the endpoint of the robotic arm
could just move in the x–y plane under the BCI-guided control,

it was still possible for the endpoint to go into the vision-guided
region. The distance between the endpoint of the robotic arm and
the target block was calculated in the x–y plane. The formula to
calculate the distance goes as follows:

D =

√
(xR − xB)2 + (yR − yB)2 (1)

where D is the distance between the endpoint of the robot and
the target block. xR and yR are the realtime locations of the
endpoint of the robot. Similarly, xB and yB show the estimated
locations of the target block. The coordinate system is shown in
Fig. 2(a). T is determined to be the radius of the vision-guided
region. In this experiment, T was set to be 0.1 m. To determine
whether the control belongs to the subject or the robotic arm
itself, a shared control strategy is computed with the following
equation:

V = (1 − α)VS + αVR (2)

where V is the final velocity command sent to the controller, VS
and VR are the velocity commands generated by the subject and
the robotic arm respectively. α is equal to 0 when D > T while it
changes to be 1 when D < T . Specifically, if D > T , it indicates the
endpoint of the robotic arm is out of the vision-guided region, the
robot is under the control of BCI. Vice versa, the robot itself will
reach and grasp the target block autonomously with the guidance
of vision.

During the online control of the robotic arm, the arbitrator was
calculating the distance between the endpoint of the robot and
the target block in realtime, making decisions if it should turn
the mode switch from the BCI-guided control to the vision-guided
control. Once the robotic arm entered the vision-guided region,
the subjects could also notice that because the robotic arm moved
faster under the vision-guided control.

2.4. Experimental paradigm

Eleven healthy subjects (9 males, 2 females, aged 24–30, mean
age of 26 years old) were recruited in our experiment. Informed
consent from every subject was given before the experiment.
None of the subjects had the previous experience of realtime
control with the MI-based BCI and six of them were naive BCI
users. The study satisfies the Declaration of Helsinki. Before the
online experiment, offline accuracy was calculated with the 5-fold
cross validation. The data used for calculation was recorded in the
training session. The offline accuracy of each subject is shown in
Table 1. Since all of the eleven subjects had no previous experi-
ence of online control, before the robotic arm control experiment,
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Fig. 2. Principles of the arbitrator. (a) Stereogram. The front space of the UR5 robot was divided into three parts: BCI-guided region (blue), vision-guided region
(orange) and the blind zone (gray). The robotic arm was under control of the subject when the endpoint of the robotic arm located in the BCI-guided region. The
robotic arm would take over once its endpoint entered the vision-guided region. (b) Top view. The polyline between the start point and the target block is a sample of
trajectory. The circle drawn by dashed line indicates the area where the target block was placed during the online experiments. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

all of them were invited to participate in the preliminary exper-
iment of online cursor control (5–10 trials) and they were not
told about their offline accuracy. After that, they were asked if
they wanted to continue with the following robotic arm control.
As a result, six of them would feel frustrated easily during the
preliminary experiment. They found it hard to control the cursor
and gave up the following robotic arm control experiment. In
the end, only five subjects finished the following online robotic
arm control experiment. Offline analysis showed the BCI accuracy
of the five subjects who took part in the robotic arm control
experiment was higher than 80%.

The whole online experiments consisted of three sessions and
each session lasted for no more than two hours, including the rest
time. Each subject finished the whole experiments in three times.
One session was completed in each time. In the first session,
the subjects were required to finish the reach and grasp tasks
in which the target blocks were located at eight fixed locations.
As shown in Fig. 3(a), the eight fixed locations (L1–L8) were
evenly distributed around a circle. The orientation of the eight
target blocks was different. The location of the circle center was
right in front of the start point at a distance of 0.4 m [Fig. 2(b)].
Considering the effective depth distance of the RGB-D camera,
radius of the circle was set to be 0.1 m. In each trial, only one
target block would appear in one of the eight chosen locations.
The subject was then asked to control the robotic arm to reach
and grasp the target block. For each location, the subjects were
required to finish eight single trials. As a result, each subject
should finish sixty-four single trials in session 1.

Once the endpoint of the robotic arm moved past the target
block, the current trial would be judged to be a failure. Apart from
this, the trial should also be considered as a failure if the robotic
arm did not grasp the target block successfully when the system
was under the vision-guided control. For the successful trials, the
completion time and the trajectories of the endpoint of the robot
were recorded. Apart from this, the trajectory efficiency (TE) of
the trajectories was calculated. The TE is defined as follows:

TE = Tra1/Tra0 (3)

where Tra1 is the length of the trajectory. Tra0 is the linear
distance between the start point and the center of the target
block. Smaller values of TE indicate more optimized trajectories.

In session 2, sixty-four random locations were generated in-
side the circle which was the same as that in session 1 [Fig. 3(b)].
In each trial, there was only one target block located inside the
circle. Then the subject was asked to move the robotic arm to
finish the reach and grasp task. The principle to determine the
current trial to be a failure was same with that in session 1.

Fig. 3. Diagram of the target block locations. (a) The eight fixed locations (L1–
L8) were evenly distributed around a circle in session 1. (b) In session 2 and 3,
sixty-four random locations were generated inside the circle which was the same
as that in session 1. The gray dots in the circle indicate the random locations.

Also, the completion time and the trajectories of the endpoint
of the robotic arm were recorded. The subject needed to finish
sixty-four single trials in this session.

Session 3 was designed to test the chance performance of the
shared control system. In this session, the subjects sat still in the
chair and looked at a blank screen instead of the robotic arm. At
the same time, EEG signals were recorded from them to produce
two random BCI control commands. The tasks required to finish
were same with that in session 2. There were also sixty-four
single trials in this session.

3. Results

All of the five subjects could finish the reach and grasp tasks
in the experiment successfully. The scene of the online exper-
iment is shown in Fig. 4. To evaluate the performance of the
shared control system, the success rate was calculated and the
completion time of the successful trials was recorded for each
subject. Even with no specific user training, the average success
rate of the five subjects was higher than 70%. Fig. 5 demon-
strates the success rate and average completion time of the five
subjects. The average success rate of the three sessions were
73.74%, 70.94% and 35.62% respectively. All the unsuccessful trials
of the five subjects resulted from the bad BCI-guided control.
Once the system was under the vision-guided control, the robotic
arm could always finish the reach and grasp tasks successfully.
It is partly because there was only one target in the workspace.
Also, the workspace was clean and with no object occlusion.
The session 3 was designed to examine the chance performance
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Table 1
Offline accuracy of the eleven subjects with the MI-based BCI.
Subjects A B C D E F G H I J K

Offline accuracy (%) 74.33 ± 5.4 65.51 ± 4.9 56.44 ± 9.9 84.67 ± 4.1 82.67 ± 5.7 87.44 ± 4.6 67.00 ± 6.9 97.33 ± 2.8 88.33 ± 4.7 76.56 ± 6.2 53.00 ± 6.3

Fig. 4. Scene of the online experiment. The main components of the shared
control system are indicated, including the EEG cap, the amplifier, the robotic
arm, the depth camera and the target block.

Fig. 5. Success rate and completion time. The bar chart shows the success rate
of the session 1–3. Session 3 was completed with random EEG signals to check
the chance performance. The line chart above shows the average completion
time of session 1 and 2.

using the random EEG signals. The success rate of subject control
was higher than the chance level. For the successful trials, the
average completion time was 21.53 s in session 1 and 21.31 s
in session 2. The average completion time was close across the
five subjects mainly because the movement speed was constant
and the distance required to cover during the tasks was similar.
Moreover, the robotic arm would not move back and forth un-
der the BCI-guided control because of the BCI control strategy
(i.e., left front and right front movement), so the trajectory would
not be more redundant. More specifically, the average completion
time of each location in session 1 is shown in Fig. 6. Again, due
to the constant movement speed and the BCI control strategy,
the completion time of the same location across the subjects
was close. The time of the nearer target blocks was less and the
time of target blocks in symmetrical locations was similar. The
average completion time of target blocks in L1 and L5 was 25.83
s and 16.99 s respectively. Although the mean time is similar,
the performance of subject H is better among all the subjects.
The standard deviation of the completion time for the subject is
smaller compared with the other subjects, which indicates the
subject had better control of the robotic arm during the online
experiment. The subject also reported that the robotic arm could
move as he wanted.

Fig. 6. Average completion time of each location in session 1. L1–L8 represents
the eight locations which are shown in Fig. 3(a).

Fig. 7. Trajectory samples of the five subjects in session 1. For each location
(L1–L8), the trajectory sample with median length is diagrammed. Blue lines
indicate the BCI-guided control while the orange lines indicate the vision-guided
control . (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

In order to demonstrate more details of the online control,
trajectories of the endpoint of the robotic arm were recorded.
Fig. 7 shows the trajectory samples of the five subjects in session
1. For each location (L1–L8), the trajectory sample with median
trajectory length is shown. Blue lines indicate the BCI-guided
control while the orange lines indicate the vision-guided control.
As is shown in Fig. 7, the robotic arm would only move in the
left front and right front direction under the BCI-guided control.
This does not bring more redundancy to the trajectory. Indeed,
the length of the trajectory is mainly determined by where the
robotic arm enters the vision-guided region. Beside the recorded
actual trajectory samples, the TE of the trajectories was calcu-
lated. The average TE of each location in session 1 is diagrammed
in Fig. 8. Generally, the value of TE is close to 1.4 in that the
degree between the movement direction and the front was 45
degrees. From the average TE of eight locations, we can also find
that the online performance of subject H is better among all the
subjects because the TE is more steady.

The result distribution of the trials in session 2 and 3 is
diagrammed in Fig. 9. All the trials of the five subjects are pooled
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Fig. 8. The average TE of eight fixed locations in session 1. L1–L8 represents
the eight locations which are shown in Fig. 3(a).

Fig. 9. The result distribution of all the trials in session 2 and 3. The blue
dots indicate the successful trials and the red dots are the trials which are
unsuccessful . (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

together. It is found that the number of unsuccessful trials in the
farther region is more than that in the nearer region after the
initial analysis. To show the difference clearly, the circle in which
the target blocks were located is divided into two parts: upper
half and lower half (i.e., the target blocks which were located
above the L3 and L7 shown in Fig. 3(a) belong to the upper half).
For each part in session 2 and 3, the percentage of successful trials
among all the trials in the corresponding part is calculated, which
is shown in Fig. 10. In session 2, the percentage of successful trials
in lower half is 9.4% higher than that in upper half. Likewise,
the percentage of successful trials in lower half is 5.8% higher
in session 3. The result is reasonable in that the workspace is
a sector in the horizontal plane, the shorter distance between
the start point and the target block means the proportion of the
vision-guided region is higher. The robotic arm can then have
the control in more conditions and the robotic arm could always
finish the reach and grasp tasks in the online experiment when
the system was under the vision-guided control. Apart from this,
the subjects are more likely to become tired during a longer
online control.

Fig. 11 shows the average topographical maps of event related
desynchronization (ERD) from subject H during the BCI-guided
control. When he was asked to do left/right hand MI and move
the robotic arm to the left/right front, ERD can been seen in the
right/left sensorimotor cortex.

4. Discussion

Because of the poor quality of EEG signals, control of a dex-
terous robotic arm for complex tasks is still hard only through
the MI-based BCI, which restricts the further application of this
control and communication option. In this study, a shared control
strategy is utilized to overcome the difficulties of the limited

Fig. 10. The percentage of successful trials both in the upper and lower half
of the circle in which the target blocks were located. The bar chart shows the
result of session 2 and 3.

Fig. 11. Average topographical maps of ERD from subject H under the
BCI-guided control. (a) Left-hand MI. (b) Right-hand MI.

capacity of EEG signals. With the help of machine autonomy,
five of the subjects finished the online experiments even with no
specific user training. Moreover, the MI-based BCI they used in
the experiment is just with binary output, which is easier to use.

Generally, offline accuracy directly affects the online perfor-
mance. The offline accuracy of subject H is 97.33% and the success
rate is up to 93.75%. Also, the trajectory is more steady. The
subject said he could control the movement of the robotic arm as
he wanted during the online experiment. We also find the state
of the subjects plays an important role in the online experiments.
Although the offline accuracy of the subject F is 87.44%, his
online performance is not so satisfactory. We noticed the subject
often tended to move and relax his body between the trials
adjacent, which may change the EEG signals and then affect the
performance of the next trial.

Machine autonomy is utilized in this work to solve the prob-
lem of low signal-to-noise ratio of the EEG signals. Indeed, re-
searchers have also come up with some other methods (e.g., the
hybrid BCI) to increase the number of output commands or im-
prove the performance. However, part of the hybrid BCIs combine
evoked BCIs with the non-evoked BCIs [23,24] or other evoked
BCIs [25,26], which can introduce the disadvantages of the evoked
BCIs (e.g., the distraction during the online control). Some other
hybrid methods are based on the combination between EEG and
electromyogram (EMG) [27,28] or eye gaze [29,30]. However,
they are just available for the users who still own the residual
muscular movement. For the ’locked in’ disabled people, only
the independent BCIs can be useful to them. The object of these
hybrid approaches is to provide more input channels for the users
so that the users can fully control the machine or the perfor-
mance of the systems will be better. However, it can also bring
more cognitive burden to the users during the use because the
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combination of different interfaces might add more complexity
to the system. Compared with the hybrid approaches, we believe
the introduction of machine autonomy is a better solution. In
our experiment, five of the subjects could finish the reach and
grasp tasks only using a MI-based BCI with binary output, which
is nearly the simplest MI-based BCI. Therefore, the usability of
the shared control system may be more satisfying and five of the
subjects could finish the tasks even with no specific training. If
the users can produce general high-level commands to represent
their intention and be involved in the process only using a very
simple MI-based BCI. And if the intelligent machine is able to
infer the user intention and help the users with the low-level and
detailed operation at the same time, it will be more user-friendly
in the real applications.

Along with the shared control, kinematic control [3] and goal
selection [30–36] are other two methods to operate the robots
for functional tasks. For kinematic control, the subject needs to
specify the exact movement of the device through a BCI [37].
In order to control a robotic arm with six DOFs, the user has to
produce six pairs of independent commands. For goal selection,
the subject only needs to select a functional option (e.g., drink-
ing water) and the device finishes all the detailed movement
autonomously [37]. Kinematic control is flexible but it requires
more control commands, which is not suitable now for the MI-
based BCIs to achieve 3D movement and some other complex
functional tasks. Even though the human subjects can learn to
output so many different kinds of control commands, intensive
training is required before use, which makes the system harder
to use. In addition, it should be hard for the BCI control to
complete some accurate operations (e.g., aligning the gripper to
the target in order to grasp it) while one of the advantages of
the autonomous control is the higher position accuracy. Goal
selection is more simple while all the operations are required to
be fully defined previously, so it may not be applied in a flexible
way. Shared control is a good combination of the above two
methods. In a shared control system, users may have the control
throughout the task at a high level with freedom to represent
their intention. In the other hand, the intelligent machine helps
with the low level and detailed movement accurately. Moreover,
with the assistance of machine autonomy, the users can finish
the complex functional tasks just with a simple BCI. In our case,
the MI-based BCI we used is a simple one only with the binary
output. Compared with goal selection, users are allowed to have
unconstrained movements and make use of the system in a more
flexible way. More user involvement in the operation process is
also beneficial to the system safety. The outside environment is
evolving and there might be unpredictable events. Even though
the machine is becoming more and more intelligent now, it is
still hard for the machine to deal with all different conditions
appropriately. Human users have better sensing capabilities, they
can make correct decisions in advance and intervene the move-
ment of machine. In addition, more user involvement is helpful to
increase the sense of agency [38]. It is preferred to reserve some
control of the machine for the disabled people [39].

There are also some limitations in the current work. Firstly,
the subjects could just move the robotic arm forward in the
horizontal plane with the binary output BCI. If the subject wants
to place the target back to himself, the system cannot fulfill the
requirement. Recently, a new protocol was reported in which
subjects could move the cursor to any location in a plane using
a BCI with only binary output [40]. This approach is suitable to
be integrated in our system. Secondly, only the task performance
was analyzed in the current research and the user experience was
not evaluated quantitatively. Since the whole system is initially
designed for people with paralysis, standardized tests of their
user experience (e.g. user acceptance and perceived difficulty)

should be conducted [16] to evaluate the usability of the system
more thoroughly. Apart from this, although eleven subjects were
recruited in our research, only five of them the accuracy of
whom was relatively high finally completed the online robotic
arm control experiment. The results indicate that the current
shared control strategy is not able to assist the disabled people
whose BCI accuracy is low. The weight of machine autonomy
may be increased or other better shared control strategies can be
designed to help more potential users to use our system.

We are also trying to do some extra work in the future to
improve our system further and expand the shared control strat-
egy to more complex scenarios. First of all, a new seamless and
parallel shared control strategy is preferred. For the present, the
whole process of reach and grasp is divided into two serial phases
discretely: BCI-guided control and vision guided control. The con-
trol option between the subject and the robotic arm is determined
through a binary switch. It should be better if the subject is
able to control the robotic arm all the time with a simple BCI
at a high level (e.g., gross movement and intension expression).
Meanwhile, the intelligent robotic arm is assisting with the task
potentially at a low level (e.g., aligning the gripper with the target
accurately). Another prospective work is to combine the current
robotic arm with a wheelchair. In the current system, the subjects
now can only sit at a fixed location to finish the reach and grasp
tasks. In the future, we can fix the robotic arm on a wheelchair
to construct a mobile manipulation system so that the system
can be applied in broader scenarios. Apart from the assistive
technology, the shared control strategy may also be applied in
rehabilitation, which is also an evolving field [41]. Currently, gross
movement training is more common in rehabilitation [35,42–44].
If the machine autonomy is introduced, then the subjects can
also participate in some more complex functional tasks (e.g. reach
and grasp). In addition, a more advanced algorithm for multiple
objects recognition and pose estimation will be studied. The new
algorithm is also required to be tested in the cluttered environ-
ment where the system is designed initially to be applied in real
life.

5. Conclusions

In this paper, a shared control strategy, which combines BCI
control with computer vision guidance, is utilized to realize the
control of a dexterous robotic arm for reach and grasp activities
in a 3D space. With the assistance of the vision guidance, the
simple two-class MI-based BCI is sufficient. The simplification
of BCI makes the system easier to use. The subjects finish the
reach and grasp tasks even with no specific user training. In the
future, the collaboration between human beings and intelligent
machines holds promise to bring some real applications and assist
disabled people in their daily lives.
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