
Journal of Business Research 133 (2021) 34–50

Available online 5 May 2021
0148-2963/© 2021 Elsevier Inc. All rights reserved.

Big data and human resource management research: An integrative review 
and new directions for future research 

Yucheng Zhang, Shan Xu, Long Zhang *, Mengxi Yang 
School of Public Administration, Southwestern University of Finance and Economics, Chengdu, China 
School of Business Administration, Southwestern University of Finance and Economics, Chengdu, China 
Business School, Hunan University, Changsha, China 
School of Economics and Management, University of Chinese Academy of Sciences, Beijing, China   

A R T I C L E  I N F O   

Keywords: 
Human resource management research 
Big data 
Integrative review 
Inductive and deductive paradigms 

A B S T R A C T   

The lack of sufficient big data-based approaches impedes the development of human resource management 
(HRM) research and practices. Although scholars have realized the importance of applying a big data approach to 
HRM research, clear guidance is lacking regarding how to integrate the two. Using a clustering algorithm based 
on the big data research paradigm, we first conduct a bibliometric review to quantitatively assess and scien-
tifically map the evolution of the current big data HRM literature. Based on this systematic review, we propose a 
general theoretical framework described as “Inductive (Prediction paradigm: Data mining/Theory building) vs. 
Deductive (Explanation paradigm: Theory testing)”. In this framework, we discuss potential research questions, 
their corresponding levels of analysis, relevant methods, data sources and software. We then summarize the 
general procedures for conducting big data research within HRM research. Finally, we propose a future agenda 
for applying big data approaches to HRM research and identify five promising HRM research topics at the micro, 
meso and macro levels along with three challenges and limitations that HRM scholars may face in the era of big 
data.   

1. Introduction 

Big data, as an emerging field of research and a practical method, has 
stimulated an extensive discussion over the past few years (Mcafee & 
Brynjolfsson, 2012). The fast-growing technology of the Internet pro-
vides new data collection channels for various business and manage-
ment research areas, including information systems (Schermann et al., 
2014), management science (Waller & Fawcett, 2013), healthcare 
(Wang & Hajli, 2017), marketing (Erevelles et al., 2016), and finance 
(Fang & Zhang, 2016). A big data approach is a “must have” capability 
for both human resource management (HRM) researchers and practi-
tioners (Angrave et al., 2016; Shah et al., 2017) and creates an inter-
disciplinary opportunity for HRM researchers to solve research puzzles 
that cannot be addressed by traditional sample-based data (Edelman, 
2012; George et al., 2014; Groves et al., 2013; Mcafee & Brynjolfsson, 
2012). For example, machine learning, especially deep learning via 
human neural networks, enables more granular and accurate HRM de-
cisions (Blazquez et al., 2018). 

However, HRM research has not sufficiently exploited the big data 

approach (Jiang & Messersmith, in press). The sample-based small data 
approach still dominates current HRM studies, whereas the advance-
ment of a big data approach (e.g., the velocity or real-time approach) has 
not been effectively incorporated into the current HRM research para-
digm. HRM research faces three major problems and challenges during 
the paradigm shift from small to big data research. 

The first challenge is a methodological problem, that is, how to ac-
cess HR big data in the workplace and use it to examine academic HRM 
issues. The paradigm shift from big data includes more competitive data 
resources and real-time strategic decision making with the technology to 
process large volumes of data (Tonidandel et al., 2018). Traditional 
qualitative research methods (such as interviews) and quantitative 
research methods (such as surveys) have dominated the HRM and in-
dustrial psychology research, where most data are either numerical data 
(from questionnaires) or textual data (derived from interviews) (George 
et al., 2016). However, with the development of big data technology, 
other types of data—such as images, videos, and audio generated from 
mobile phones and social mobile applications—can be collected to 
address important HRM research questions. For example, research has 
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proposed that scholars can better understand employees’ behavior and 
examine how they interact with one another by using geolocation data 
generated from mobile devices (Haak, 2014). 

The second challenge is a technological problem. In practice, leading 
organizations currently fully use social networking, analytics and even 
cognitive tools to acquire talent in new ways (Schwartz et al., 2016). In 
addition, as entire organizations have digitized their records, HRM de-
ploys digital workplaces and workforces (Angrave et al., 2016). How-
ever, data science analytic technologies are unfamiliar to HRM 
researchers; thus, they need to learn new computational skills to manage 
big data analytical platforms, such as Hadoop, Python, R, and MATLAB 
(Douthitt & Mondore, 2014). 

The third problem is the conventional dichotomy between the 
deductive and inductive paradigms in HRM research. Traditional small 
data HRM research is mainly based on a deductive paradigm (Popper, 
2005; Zhang et al., 2016, 2017). Although big data offers opportunities 
for deductive research, big data requires representations of theorization 
that are more flexible. The emergence of multiple non-structured data 
instances from big datasets provides opportunities for research based on 
the inductive paradigm. In contrast to deductive research, most induc-
tive research is data-driven and requires HRM researchers to adopt 
“reverse thinking” (Mcabee et al., 2017). For example, based on an 
inductive framework, Chakraborty et al. (2018) explored ways to 
improve business schools’ Master of Business Administration candidate 
selection by using classification trees and artificial neural networks 
(ANNs). 

In facing these challenges, adopting a big data approach has become 
increasingly important. In particular, we suggest that three main 
research gaps in big data HRM research offer future research opportu-
nities and thus deserve more attention. First, big data science techniques 
provide HRM scholars with greater scope and granularity and more 
timely and precise results (George et al., 2016; Van Der Vegt et al., 
2015). As a result, HRM studies can investigate new research questions 
that would not otherwise be investigated by using traditional small data 
analysis (George et al., 2016); additionally, the higher precision in 
estimating effects could unveil nuances in the effects that have not yet 
been adequately examined in HRM research. In practice, big data 
analysis enables predictions that are more precise for the benefit of 
future HR decision making (Hastie et al., 2009; Varian, 2014). 

Second, big data enable HRM researchers to measure factors 
dynamically to thus establish clearer causal mechanisms (George et al., 
2014, 2016; Landers et al., 2016). Therefore, detailed data and further 
implications instead of purely relational inferences in HRM research are 
obtainable with big data analysis (Harlow & Oswald, 2016). 

Third, by adopting a critical perspective, incorporating big data 
analysis can supplement the current mainstream approach, enable HRM 
researchers to reintroduce human elements to HRM, and empower HRM 
researchers to understand more comprehensively the everyday nature of 
employees and companies from a broader and more humanized 
perspective. The current research paradigm has long been criticized as 
being mechanistic and lacking humanity to some extent (Alvesson & 
Deetz, 2000). In recent HRM research, scholars have recognized the 
problem of ignoring the human factor (Braun et al., 2018; Wright & 
Mcmahan, 2011). Current small data research faces difficulties in 
capturing the nuances (such as the interpersonal interactions or the 
everydayness of organizational activities) in human elements (Cheung, 
2017). These problems, however, can be solved with the help of big data. 
For instance, by systematically analyzing employees’ tones on social 
media, such as in Facebook posts, HRM researchers can study the pat-
terns or the changes of the related human element nuances associated 
with these previously regarded “ambiguous” tones. Therefore, it is 
important for HRM research to embrace a big data approach. 

HRM research is undergoing a paradigm shift from the traditional era 
of small data to the emerging era of big data. As this trend continues, 
HRM research will be informed by a significant re-examination and 
extension of previous research methods and findings (Shah et al., 2017; 

Sivarajah et al., 2017). In a recent review of the use of big data in HRM 
research, Mcabee et al. (2017) argued that “overreliance on deductive 
approaches at the expense of inductive approaches limits our under-
standing of organizational phenomena” and calls for “a greater inte-
gration of deductive and inductive approaches as necessary for the 
future growth of our field” (p. 278). Thus, this paper aims to help pro-
mote the integration of a big data approach with HRM research that is 
highly inclusive of both the deductive and inductive paradigms. We 
share Mcabee et al. (2017) belief that “the use of big data analytics offers 
just such an opportunity” (p. 278). Based on the social science big data 
research paradigms suggested by Hofman et al. (2017), we hereby 
propose an “Inductive (Prediction paradigm: Data mining/Theory 
building) vs. Deductive (Explanation paradigm: Theory testing)” 
research framework to integrate possible HRM research questions that 
can use big data and their corresponding levels of analysis, analytical 
methods, data sources and software (see Table 1). 

The rest of this paper proceeds as follows (see Fig. 1). We first 
conduct a systematic review of the current big data HRM literature by 
using a bibliometric review to visualize and map the literature’s 
developmental trajectory. Second, we review the characteristics of big 
data and big data research. Third, we compare the emerging big and 
traditional small data research approaches. Fourth, eleven big data 
analysis methods that can be applied to HRM research are discussed. 
Fifth, the general procedures of big data research are introduced. 
Finally, potential HRM research topics and challenges in the big data era 
are discussed. Table 1 presents the general framework of this review 
based on the “Inductive (Prediction paradigm: Data mining/Theory 
building) vs. Deductive (Explanation paradigm: Theory testing)” 
framework, which includes all potential research questions that we 
propose throughout this paper and their corresponding analysis levels, 
methods, data sources and software. 

2. Literature review based on a bibliometric analysis of big data 
hrm research 

Using the clustering algorithm based on the big data research para-
digm, we first conduct a bibliometric analysis to scientifically visualize 
the landscape of the current big data HRM literature and to trace its 
evolution. The literature scope includes the research area distribution 
and the country co-authorship, institution co-authorship and journal co- 
citation networks. 

We built the datasets for our bibliometric review in two steps (Chen, 
2014; Kozlowski et al., 2017). First, we chose Web of Science as our 
database; Web of Science contains comprehensive academic information 
resources that comprise more than 8,700 core academic journals 
(Hanisch & Wald, 2012; Shafique, 2013). In Web of Science, we 
searched the terms “HRM” paired with “data science”, “human resource 
management” paired with “data science”, “human resource manage-
ment” paired with “big data”, “HR analy*”, “human resource analy*”, 
“HRM analy*”, and “human resource management analy*” without 
limiting the time spans. To effectively collect related big data HRM 
research, we further refined the research areas by Web of Science cat-
egories that are relevant to HRM big data, such as business and man-
agement. In the second step, we scrutinized the titles, abstracts and 
keywords of each record and deleted all literature that is theoretically or 
empirically irrelevant to big data HRM. Finally, 84 primary articles and 
3,789 secondary references were collected and used in the following 
analysis. 

According to the annual trend chart (Fig. 2), the number of studies in 
the past 30 years has shown an unstable increasing trajectory. The 
vertical axis represents the number of publications, and the horizontal 
axis represents the year. There is a clear difference between the first 21 
years of HR big data research (when only a few empirical studies were 
published each year) and the last 10 years (when the number of pub-
lished empirical studies increased dramatically). There was a small peak 
in the publication of empirical studies in 2012, and then (except for a 
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slight decline in 2014), the number of published empirical studies 
continued to grow until 2017. Since then, the number of publications 
has been in a state of fluctuating decrease. In particular, in 2017 alone, a 
record number of 22 empirical HR big data studies were published. 
According to Fig. 1, although the amount of HR big data research has 
increased rapidly during the past three decades, this increase is unstable. 
Specifically, the number of publications in HR big data has decreased in 
the last three years. 

Table 2, which shows the frequency and quality of the journal arti-
cles, illustrates that the research on HR big data has been published in 
different publication volumes in different journals. In Table 2, frequency 

represents the number of HR big data studies published in a journal. 
Journal quality is the quality of the journal as indicated by the Associ-
ation of Business Schools (ABS) journal ranking, in which 4* represents 
the best quality on a scale of 1–4* (4 represents the next-best quality). 
Field refers to the field that corresponds to each journal; the journals 
were divided into the following eight categories: not available (NA) 
(journals in this category were not included in the ABS ranking); human 
resource management and employment studies (HRM&EMP); ethics and 
governance (ETHICS-CSR-MAN); international business and area studies 
(IB&AREA); information management (INFO MAN); operations and 
technology management (OPS&TECH); operations research and 

Table 1 
Theoretical framework.  

Research paradigms Research questions Analysis 
levels 

Methods Data sources Software and 
packages 

Inductive (Prediction paradigm: 
Theory building/Data mining) 

Employee selection and recruitment Micro Textual Analysis Daily chat records, such as e-mail 
or short messaging service 

Python: scikit- 
learn 

Employees’ performance assessment Micro Data Pattern 
Extraction 

Curriculum vitae data R: Matrix 

Prediction of HR demand Macro Deep Learning Video data Python: PyTorch 
Organizational performance prediction Macro Classification 

Approach 
Internal data from the company or 
company website 

Python: scikit- 
learn 

Deductive (Explanation paradigm: 
Theory testing) 

Strategic management, succession 
planning, and organizational design 

Macro Event Study Data from a social application R: twitteR 

Cross-country comparative HRM 
research 

Macro SAM Company’s website or others R: metaSEM 

Hybrid (Both inductive and 
deductive) 

How HRM influences employees’ 
attitudes and behaviours 

Micro SEM Trees Wearable sensors R: semtree 

Team social interaction Meso Social Network Social networking platforms, such 
as Facebook 

R: Statnet 

Strategic HRM Macro Clustering Internal data from the company or 
company website 

Cluster Analysis of 
Sequences  

Part 2: Conduct a bibliometric review of current 
big data HRM literature 

We visualize the literature development trajectory and 
systematically review current big data HRM literature  

Part 3: Conduct a narrative literature review of 
current big data literature 

We review the characteristics and research status of big data

Part 4: Compare the emerging big and traditional 
small data research approaches

We compare the similarities and differences between big and 
small data research approaches

Part 5: Propose an “Inductive” vs. “Deductive”  
research framework and discuss eleven big data 
analysis methods that can be applied to HRM 
research 

We integrate possible HRM research questions that can use big 
data and their corresponding levels of analysis, analytical 
methods, data sources and software 

Part 6: Introduce the general procedures of big 
data research 

We provide HRM researchers with four steps to adopting a big 
data approach to investigating HR topics

Part 7: Propose potential HRM research topics 
and challenges in the big data era

We propose a future agenda for applying big data approaches to 
HRM research and identify five promising HRM research topics 
at the micro, meso and macro levels along with three challenges 
and limitations that HRM scholars may face in the era of big 
data

Part 1: Briefly introduce the content of this paper
We identify the problems and challenges in shifting from using 
small data to using big data in HRM research and briefly 
introduce the content and structure of this paper

Fig. 1. Research summary.  
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management science (OR&MANSCI); and organization studies (ORG 
STUD) (see the note in Table 1 for area details). Among the studies 
published in 2020 and earlier, big data HRM research is published 
mostly in journals in human resource management and employment 
studies, including the Journal of Organizational Effectiveness: People 
and Performance, Human Resource Management, Human Resource 
Management Review and the Human Resource Management Journal. 
The field of journals that publish the next-highest number of studies on 
big data HRM is ethics and governance; these journals include Business 
Horizons and Management Decision. The table shows that big data HR 
has received attention in these two fields, while other fields have less 
research on big data HR. The three journals that have published the most 
studies on big data HR research are the Journal of Organizational 
Effectiveness: People and Performance, the International Journal of In-
formation Management, and Human Resource Management. Currently, 
most of the HR research that uses big data is published in journals 
ranked 2 or 3. Only one research result is published in a journal (Man-
agement Science) ranked 4*. In general, too little research on this topic 
is published in high-quality journals; this fact may explain why big data 
HR has not received wider attention. 

Three types of bibliographic analyses—including the research area, 
co-authorship and co-citation—were applied in our research. The 
research area analyses described the distribution of the research areas of 
big data research in HRM. Co-authorship detected the relationship of the 
authors from different countries and institutions; this relationship is 
essential for achieving intellectual diversity through the complementary 
skillsets of authors (Liu et al., 2016). Co-citation analyses portrayed the 
relationship of different studies simultaneously cited by a third study 
(Chen et al., 2008; Chen, 2004, 2006), and we applied a journal co- 
citation analysis to detect the landscape of the journals in big data 
HRM research. 

First, the results of the research analysis (Fig. 3) suggest that big data 
HRM research was distributed in 15 main research areas and was con-
ducted mostly in two fields: business and economics; and management. 
The numbers of papers published in these two fields are almost the same, 
and together, they account for approximately 58.7% of the total; these 
fields were followed by computer science, theory and methods, psy-
chology, applied and social sciences, and others. 

Second, according to the country co-authorship analysis (Fig. 4), the 
United States (43.2%) and China (27.8%) published the most studies on 
big data HRM; these countries were followed by the United Kingdom, 

Italy, Germany, and others. The research cooperation situation in big 
data HRM is very interesting—surprisingly, such cooperation existed 
only among China, the United States, the United Kingdom, Italy, 
Belgium and Malaysia. Given the current intensification of globaliza-
tion, cross-country big data HRM research cooperation is currently 
limited and requires further attention from HRM scholars globally. 
Furthermore, as shown in Fig. 5, institution co-authorship for the past 
17 years was analyzed with VOSviewer. The results indicate that the top 
four institutions in big data HRM research publication quantity were the 
University of Southern California, the University of Texas at San Anto-
nio, the State University of New York at Albany, and the University of 
Southampton. However, the dispersed pattern of the institute co- 
authorship network revealed very limited research communication or 
collaboration among these institutions; this finding, similar to the cross- 
country collaboration situation, is surprising and rare in the current 
“global village”, where inter-institution research cooperation is preva-
lent. Thus, more cross-institutional collaborative efforts are also needed 
in future big data HRM research. 

Third, the journal co-citation network (Fig. 6) indicates that in big 
data HRM research, the most influential academic resource in terms of 
citations is the Academy of Management Journal, followed by the 
Academy of Management Review, the Harvard Business Review, the 
Human Resource Management Journal, and Administrative Science 
Quarterly. Moreover, the journals in the network were classified into 
four clusters—HRM (in red), general management (in green), informa-
tion systems and management science (in blue), and applied psychology 
(in yellow). The journals included in each cluster are also listed in 
Table 3. The results indicate that the HRM and general management 
journals showed the largest interest in big data HRM, whereas infor-
mation systems and management science journals (which are assumed 
to have experience with big data research) and applied psychology 
journals (which are assumed to prefer empirical HRM) paid less atten-
tion to big data HRM. 

Overall, our scientific mapping showed that on the one hand, the 
publication numbers of big data HRM research are relatively small and 
are distributed mainly in business and economics, and management, 
while other related fields lack academic attention. On the other hand, 
the big data HRM research network—including cross-country, institu-
tional and discipline research collaboration—has yet to be established. 
According to these findings, big data HRM research remains an 
emerging research field that requires further development. However, 

Fig. 2. The annual trends of HRM big data-related publications.  
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embracing big data is urgent and integral for HRM research. Therefore, 
this study aims to help integrate big data approaches into HRM research 
by systematically discussing the importance, benefits, characteristics, 
procedures and methods of big data research and the ways that big data 
approaches can be applied to HRM research. 

3. Big data and big data research 

Some researchers suspect that “there is no such thing as big data in 
HR” in practice because very few companies have a sufficiently large 
body of employees to justify using the special software and tools asso-
ciated with big data (e.g., Cappelli, 2017, p. 2). HRM research, however, 
is not typically limited to a single company as its research object; 
therefore, HRM research is not limited by the number of a single firm’s 
employees. Furthermore, from a multilevel perspective, even small 
numbers of individuals can generate large amounts of within-person- 
level data, such as wearable sensor data. More importantly, scholars 
(such as Angrave et al. (2016, p. 4)) have defined big HR data as “small 
by the standards of large unstructured data, but big by the standards of 
the quantitative data sets used in academic social science, and able to 
generate ‘smart’ insights by virtue of the longitudinal nature of the 
data”. In this review, we adopt Angrave et al. (2016, p. 2) definition, 
which focuses on the “smartness” rather than purely on the “size” of the 
data in defining big data in the HR context. HRM researchers can 
conduct fine-grained studies with smart data so that HR professionals 
can better explain and predict employee behaviors (George et al., 2014). 

Researchers have identified four “V” characteristics for big data, i.e., 
“Volume, Velocity, Variety and Veracity” (Tonidandel et al., 2018).1 The 
first “V” represents the “big” volume of data (Chen & Wojcik, 2016; 
George et al., 2016). With a large volume of data, HRM researchers can 
collect data at the population level to thus solve the methodological 
problem of sample selection and biases (George et al., 2016). In the era 
of big data, increasing amounts of data on employers and employees can 
be collected by HRM researchers. For example, through web crawlers 
and wearable sociometric sensors (Chaffin et al., 2017), HRM re-
searchers can continually access large databases on employee behavior 
and organizational performance (Angrave et al., 2016). For instance, 
based on an online data collection approach, Wang and Cotton (2018) 
collected a 111-year longitudinal dataset from Major League Baseball 
(MLB) to examine how experience ties impact team performance. 
Instead of relying on partial data during a certain period, this study 
obtained population-level MLB data, which provided robust estimations 
of the entire population. 

The second “V” is data velocity, which refers to the speed with which 
data are generated and refreshed and the latency of data usage and 
analysis (Tonidandel et al., 2018). Velocity is particularly important for 
HRM research and HRM practices. For instance, real-time or nearly real- 
time information, such as social media (e.g., Twitter) feeds and a com-
pany’s bulletin board system (BBS; Manyika et al.) postings, can reflect 
and affect employees’ attitudes and behaviors and even a company’s 
HRM policy. These real-time data allow HRM researchers to conduct 
time-series and causal analyses (Mueen, 2014). For example, through 
association rule learning, HRM researchers can use data from email 
exchanges to explore the relationship between pessimism in email ex-
changes and innovation (Wenzel & Van Quaquebeke, 2018). 

The third “V” is data variety, which refers to “the plurality of 
structured and unstructured data sources such as text, videos, networks, 
and graphics among others” (George et al., 2016, p. 1493). Compared 
with traditional survey methods, multiple types of big data help HRM 
scholars improve the comprehensiveness of data. Various types of data 
can be generated from the use of online shopping, smart phones, the 

Table 2 
The Quality of Journal articles.  

Journal Title Frequency Field Journal 
Quality 

Journal of Organizational 
Effectiveness: People and 
Performance 

7 HRM&EMP 2 

International Journal of 
Information Management 

5 INFO MAN 2 

Human Resource Management 3 HRM&EMP 4 
Business Horizons 2 ETHICS-CSR- 

MAN 
2 

Human Resource Management 
Journal 

2 HRM&EMP 4 

Human Resource Management 
Review 

2 HRM&EMP 3 

Management Decision 2 ETHICS-CSR- 
MAN 

2 

Personnel Psychology 2 PSYCH (WOP- 
OB) 

4 

Baltic Journal of Management 1 IB&AREA 1 
Business Process Management 

Journal 
1 OPS&TECH 2 

European Journal of Information 
Systems 

1 INFO MAN 3 

Evidence-based HRM: A Global 
Forum for Empirical Scholarship 

1 HRM&EMP 1 

Human Resource Development 
Review 

1 HRM&EMP 2 

International Journal of Human 
Resource Management 

1 HRM&EMP 3 

International Journal of 
Management Reviews 

1 ETHICS-CSR- 
MAN 

3 

Journal of General Management 1 ETHICS-CSR- 
MAN 

2 

Journal of Management Studies 1 ETHICS-CSR- 
MAN 

4 

Management Research Review 1 ETHICS-CSR- 
MAN 

1 

Management Science 1 OR&MANSCI 4* 
MIT Sloan Management Review 1 ETHICS-CSR- 

MAN 
3 

Organizational Dynamics 1 ORG STUD 2 
Personnel Review 1 HRM&EMP 2 
Reliability Engineering and System 

Safety 
1 OR&MANSCI 3 

German Journal of Human Resource 
Management-Zeitschrift Fur 
Personalforschung 

1 NA NA 

IBM Journal of Research and 
Development 

1 NA NA 

Management-Journal of 
Contemporary Management 
Issues 

1 NA NA 

Revista Empresa Y Humanismo 1 NA NA 
International Journal of Human 

Capital and Information 
Technology Professionals 

1 NA NA 

Journal of Leadership Studies 1 NA NA 
Brq-Business Research Quarterly 1 NA NA 

Note: NA indicates the journal is not available from the ABS ranking; HRM&EMP 
represents Human Resource Management and Employment Studies; ETHICS- 
CSR-MAN represents Ethics and Governance; IB&AREA represents Interna-
tional Business and Area Studies; INFO MAN represents Information Manage-
ment; OPS&TECH represents Operations and Technology Management; 
OR&MANSCI represents Operations Research and Management Science; ORG 
STUD represents Organization Studies; and PSYCH (WOP-OB) represents 
Psychology. 

1 With continually increasing attention being given to big data, the number of 
"V"s in the definition of big data is also increasing. For example, variability, 
volatility, viscosity, visualization, value, validity and vulnerability, among 
others, are also argued to be included in the core characteristics of big data. 
However, this paper selects only the most well-accepted "4V" model of big data 
for two reasons. First, we believe that these four characteristics are the defining 
features that distinguish big from small data. Second, the number of "V"s in this 
concept can grow infinitely; therefore, a boundary must be drawn in our 
research. 
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Global Positioning System (GPS), and social network sites (Chaffin et al., 
2017). Compared with employing one type of data (as is typically done 
in traditional HRM research efforts), using data from various sources 
and methods enhances the robustness of findings. The increasing types 
of unstructured workplace data on employers and employees include 
data from email communications, office entry and exit records, radio- 
frequency identification tagging, wearable sociometric sensors, and 
phone calls (Chaffin et al., 2017). These data sources are being digitized 
and made accessible to HRM researchers and practitioners in the era of 
big data. In addition, through textual analyses, data from email ex-
changes and social mobile applications can be extracted and combined 
to measure and analyze employees’ moods (Kobayashi et al., 2018); the 
findings may be helpful in solving the issues of social desirability and 
measurement errors in investigating how HRM practices affect em-
ployees’ attitudes. 

The fourth “V” is veracity, which refers to the accuracy and precision 
of the data (Chen & Wojcik, 2016; Gandomi & Haider, 2015). Compared 
with the traditional small data approach, a big data approach can largely 
improve data quality (Lazer et al., 2014). For example, the implicit 

information included in an employee’s tone on a company’s BBS or an 
employee’s social media platform postings can be highly valuable to 
HRM researchers and managers, but in traditional survey research, this 
information is always contaminated because of individual subjectivity. 
However, this type of information and data can be analyzed through 
data mining with high precision and reliability. For example, Bogomo-
lov and Lepri et al. (2014, p. 790) used a machine learning method to 
analyze data generated from employees’ mobile phones—including call 
log, short messaging service and Bluetooth proximity data—to predict 
employee happiness with high accuracy (80.81%). 

4. From small to big data 

4.1. Similarities between big and small data research 

Small data are used in sample-based studies that “do not have vol-
ume, velocity, and variety” characteristics (Chen & Wojcik, 2016, p. 7). 
Despite the recent prevalence of big data analyses, small data analyses 
still play a dominant and indispensable role in HRM research (George 

Fig. 3. Category Co-occurrence Network. Note: Each dot represents a research field, and the size of the dot represents the number of articles published in this field. 
The lines between the dots represent the relevance between two areas. The shape of each dot is similar to a tree ring, representing the years in which the articles were 
accumulated in this area. 

Fig. 4. Country Co-authorship Network. Note: Each dot represents a country, the size of which represents the number of articles published in the country, and the 
line between the dots represents the cooperation between different countries. 
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et al., 2014). Big and small data studies have several similarities (Beaton 
et al., 2016; Constantiou & Kallinikos, 2015). Their primary similarity is 
that they both aim to identify, extract and refine hidden data patterns 
from massive sets of unordered and divergent information to determine 
internal relationships across objects (Chen & Wojcik, 2016). From this 
perspective, both approaches serve as granular methods of exploring 

data patterns or possible causal explanations (George et al., 2014). 
Second, from a statistical point of view, big and small data studies 

often use similar algorithms. Algorithms are critical to both small and 
big data analyses. A wide range of commonly used methods—such as 
regression analysis, association rule learning, and social network anal-
ysis (SNA)—can be applied in both approaches (Manyika et al., 2011). 

Fig. 5. Institute Co-authorship Network. Note: The dots represent institutes that conduct big data HRM research, and the point-to-point connections represent 
collaboration between them. 

Fig. 6. Journal Co-citation Network. Note: The size of the dot represents the citations of each journal—the bigger the dot is, the more the journal has been cited. 
The lines between two dots represent the co-citation relationship of these two journals, which are cited simultaneously in the third journal. In addition, nodes with 
the same colour are placed in the same cluster. 
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However, the traditional statistical techniques that are commonly used 
in small data analysis need to be improved to reduce their temporal and 
spatial complexity before they can be used on large-scale data (George 
et al., 2016). In particular, when the size of a dataset is larger than the 
amount of storage capacity available on a standard computer, a big data 
approach should be applied. 

Third, both big and small data offer important empirical grounds for 
HRM strategy and behavioral studies. For example, both HRM strategy 
and behavioral scholars have examined their theories and models in 
organizations with small datasets to explore the mechanisms of the re-
lationships among variables in explaining why certain HR practices are 
more effective than others (Van Beurden et al., 2020). Big data research 
based on a data-mining approach can also determine the HR practices 
that best predict employee performance (Bharadwaj et al., 2013). 

4.2. Differences between big and small data research approaches 

In this section, five notable differences between small and big data 
approaches are discussed, including differences in reliance on theory 
(Chen & Wojcik, 2016), data structures and content (Berman, 2013), 
analyses (Tonidandel et al., 2018), measurements (Shin, 2016) and 
reproducibility (Constantiou & Kallinikos, 2015). The differences be-
tween small and big data research approaches are summarized in 
Table 4. 

The first difference between small and big data research is the reli-
ance on theory. According to Hofman et al. (2017), big data research in 
social science can be categorized as either deductive (which focuses on 
explanation) or inductive (which focuses on prediction). Big data enable 
HRM researchers to conduct both deductive research (i.e., theory 
testing) and inductive research (i.e., data mining/theory building). For 
example, big data methods, such as SAM (split/analyze/meta-analyze), 
can be used to test existing theories (Cheung & Jak, 2016; Zhang et al., 
2019), whereas clustering (Kobayashi et al., 2018) and deep learning 
techniques (Lecun et al., 2015) can be used to develop new theories and 
to enhance prediction accuracy in HRM research. The small data 
approach is typically used to address specific research questions that 
must be built on solid theories (Constantiou & Kallinikos, 2015). How-
ever, big data analysis does not necessarily rely on theory because a big 
data approach can be used to identify and mine specific patterns in data 
(Constantiou & Kallinikos, 2015) and does not require a theory to guide 
the modelling process (Berman, 2013).2 As Mcabee et al. (2017) advo-
cated, adopting a big data research approach based on an inductive 
paradigm can facilitate the advancement of HRM research. 

The second difference lies in data structure and content. While 
traditional empirical HRM research normally processes only numerical 
data, a big data approach can help HRM scholars and practitioners 
manage unstructured data (Chen & Wojcik, 2016). Small data are usu-
ally highly structured based on a carefully designed data collection 
strategy. The scope of the data is often restricted to a single discipline 
(Kaufman, 2010), and the data are generally in the form of uniform 
records in an ordered spreadsheet; an example is survey data based on 
Likert-type scales (Chen & Wojcik, 2016). However, big data can include 
both structured and unstructured data, which are generally by-products 
of machine and Internet activity. Therefore, big data analysis can 
incorporate unstructured data, which refer to “raw, unstructured digital 
information, such as text or images” (Chen & Wojcik, 2016, p. 459). 
Unstructured data are characterized by a lack of structural organization, 
which makes numerical analysis difficult. In addition, unstructured data 
are generated in natural settings that are not produced for research 
purposes. 

Third, big and small data are significantly different in terms of data 
analysis, and a big data approach can help HRM research avoid the issue 
of false correlation to a certain extent. Small data analysis typically uses 
a “P” value to measure the significance of the relationships among 

Table 3 
Journal cluster analysis.  

cluster1 cluster2 cluster3 cluster4 

label Citations label Citations label Citations label Citations 

harvard bus rev 66 acad manage j 95 bus horizons 25 hum resour manage-us 31 
harvard business rev 17 acad manage rev 70 comput hum behav 17 j appl psychol 54 
hum resour manag j 31 admin sci quart 27 manage sci 26 j manage 39 
hum resour manage r 43 brit j manage 15 mis quart 33 pers psychol 22 
hum resource manage 22 hum relat 17 oper res 18   
human resource manag 29 j manage stud 27     
human resource plann 19 organ sci 23     
int j hum resour man 72 oxford hdb managemen 18     
int j inform manage 34       
j bus res 19       
manage decis 26       
mit sloan manage rev 19       
organ dyn 21       
people strategy 29       
pers rev 16        

Table 4 
Differences between small and big data research.  

Differences Small data research Big data research 

Reliance on 
theory 

Answer specific research 
questions based on existing 
theories. 

Does not necessarily rely on a 
specific theory at the start. 

Data source and 
content 

Highly structured data based 
on carefully designed data 
collection. 

Both structured and 
unstructured data can be 
applied and are generally by- 
products of machine and 
Internet activity. 

Analysis All data can be put in a dataset 
and analysed together 
simultaneously based on 
traditional psychometric or 
econometric approaches. 

Data are typically extracted, 
reviewed, cleaned, 
structuralized, visualized, 
interpreted, and analysed 
using methodologies rooted in 
computer science. 

Measurements Typically, HRM constructs are 
measured with data from 
public archives or surveys in 
small data research. 

A single rule cannot define a 
universal protocol of 
measurement because data 
varieties are too numerous. 

Replication The entire project, including 
data collection, should be able 
to be replicated. 

Replication of big data 
research is hardly feasible or 
necessary.  

2 Although big data research is highly data-driven, we suggest that an 
important goal of HRM research is to be able to explain why relationships 
occur; the data or type analysis is not necessarily more important than this 
ability. Therefore, big data research can be an important initial step for theory 
building. 
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variables. However, using traditional statistical tools to analyze big data 
can lead to spurious relationships because the large volume of big data 
may produce many significant yet meaningless relationships (George 
et al., 2014). Therefore, instead of “P” values, directly providing effect 
sizes is more reasonable since even a tiny difference can likely be sig-
nificant in very large sample sizes. Concerning big data, practical sig-
nificance is more important than statistical significance. In addition, in 
small data analysis, all data can be entered into a single datasheet—such 
as in Excel, Stata or SPSS—and analyzed simultaneously based on 
traditional psychometric or econometric approaches. However, big data 
analyses contain vast numbers of unstructured data, which are impos-
sible to analyze based on traditional analytical platforms (Cheung & Jak, 
2016). Some “big” datasets are simply too large to be analyzed by using 
conventional desktop software and require a big data analytical plat-
form that can store raw data and conduct analyses (e.g., Hadoop). Such 
datasets are often accessed through an application programming inter-
face (API) and stored with a database management system, such as 
MySQL. Thus, for big data analysis, the data are typically extracted, 
reviewed, cleaned, structuralized, visualized, interpreted, and analyzed 
by using methodologies rooted in computer science (Berman, 2013). In 
several large analytical platforms, such as R and Python, packages are 
available for conducting analyses based on big data approaches (Wenzel 
& Van Quaquebeke, 2018). 

The fourth difference between big and small data is the measure-
ments used; big data can help to solve the issues of measurement error 
and social desirability in HRM research. In traditional small data 
research, HRM researchers apply well-established scales based on pre-
vious research (Bainbridge et al., 2017). However, no standardized 
measurement rule exists in big data research because big data come in 
various types—including textual, video, and audio forms—and a single 
rule cannot restrict diversified methods of variable operationalization 
(George et al., 2016). The advantage of applying big data for measure-
ment is the ability to reveal employees’ “real” preferences at work rather 
than their stated preferences, attitudes and intentions, which is usually 
captured by survey research. For example, employees’ affect receives 
considerable attention in HRM research. However, most current HRM 
studies use self-report surveys to measure employees’ positive/negative 
affect. This method relies mainly on employees’ self-rating on “levels of 
positive and negative affect over a particular period of time or to make a 
judgement of their overall life quality” (Bogomolov, Lepri, & Pianesi, 
2013, p. 790). Big data, such as the data generated from smart phone 
usage, weather conditions and individuals’ personality traits, can better 
capture employees’ true states of happiness, thus improving the accu-
racy and reliability of employees’ affect measurements (Bogomolov, 
Lepri, & Pianesi, 2013). 

The fifth difference is the need for replication. Traditional HRM 
studies value replication because it helps solve the issue of sampling 
errors, whereas another benefit of big data in HRM research is that 
sampling errors are less likely to be a problem. In small data research, 
the findings must be replicable (Berman, 2013). In particular, sample- 
based research is highly influenced by sampling errors. Therefore, if 
data are qualified in terms of reliability and validity, both the data 
collection and the entire project should be replicable. However, the 
replication of big data research projects is unnecessary because they are 
often based on population-level rather than on sample data (Harlow & 
Oswald, 2016). The results based on big data are less likely to be 
influenced by sampling errors (Yahav et al., 2016). 

5. Methods of big data analyses in hrm research 

Management research is undergoing a paradigmatic shift that ne-
cessitates a rigorous re-examination of HRM research methods based on 
the big data paradigm. On the one hand, big data approaches enhance 
the precision of HR managers’ decisions (Angrave et al., 2016). On the 
other hand, big data provides HRM researchers with better insights to 
examine some important research questions (Kosinski et al., 2016). 

From different disciplines, we identified eleven among various big data 
methods that can be used effectively in HRM research; these eleven 
methods are structural equation modelling (SEM) trees (Brandmaier 
et al., 2016), classification analysis (Chakraborty et al., 2018), genetic 
algorithms (Strandmark et al., 2020), prescriptive analytics (Berk et al., 
2019), latent semantic analysis (LSA) and differential language analysis 
(DLA) (Chen & Wojcik, 2016; Kern et al., 2016), singular value 
decomposition (SVD) (Kosinski et al., 2016), the experimental approach 
of event studies (Jones et al., 2016), SNA (Zhang et al., 2016), the SAM 
approach (Cheung & Jak, 2016; Zhang et al., 2019), clustering tech-
niques (Kobayashi et al., 2017) and deep learning techniques (Lecun 
et al., 2015). These techniques and methods have been selected for three 
reasons. First, these methods and techniques are currently underutilized 
in HRM research (e.g., Zhang et al., 2019). Second, these methods can be 
applied to examine critical HRM topics, such as the social capital of a 
company (e.g., Zhang et al., 2016). Third, these methods are especially 
appropriate for use with big datasets and therefore serve as bridges to 
integrate big data analyses with HRM research (Kern et al., 2016). In this 
section, we illustrate key HRM research questions that can be investi-
gated in big data research and describe relevant big data analysis 
methods and software. 

5.1. Methods in the inductive research paradigm 

5.1.1. Textual analyses: LSA, DLA, and sentiment analyses—Research 
question: Employee selection and recruitment 

Textual analyses are an important method in big data analyses, as 
text is the most common type of unstructured data. In textual analyses, 
LSA (Chen & Wojcik, 2016) and DLA are powerful tools that have been 
widely adopted (Rohrer et al., 2017). The assumption of LSA is that 
words are not randomly distributed because words with similar mean-
ings are more likely to appear in the same document; the method used in 
LSA is based on information retrieval; and the search algorithms used in 
LSA aim to find similar terms that express similar meanings in docu-
ments (e.g., webpages). Additionally, the DLA-based model is used to 
identify text that relates to specific characteristics (Kern et al., 2016). 
Moreover, text can be divided into different subgroups based on each 
topic. LSA and DLA have great potential in HRM research. For example, 
traditional vocational tests require HR managers to spend substantial 
time matching appropriate employees to their jobs (Wang & Wanberg, 
2017). When LSA and DLA are used to analyze the public linguistic in-
formation of employees, such as job reports and work diaries, the cost of 
matching employees to jobs decreases rapidly, and the precision of 
employee-job matches increases (Anderson et al., 2012; Gill, 2004; Kern 
et al., 2016). Employee characteristics drawn from LSA and DLA are 
more objective, accurate and natural than tests based on questionnaires 
since the former are generated in a natural setting. Various analytical 
packages, such as scikit-learn in Python, can be used to conducted tex-
tual analyses (Chen & Wojcik, 2016). 

5.1.2. Data pattern extraction: SVD and latent Dirichlet allocation 
(LDA)—Research question: Employees’ performance assessment 

SVD can increase the interpretability of data by reducing its 
dimension (Kosinski et al., 2016). This dimensionality reduction tech-
nique is commonly used in various contexts, such as computational so-
cial sciences and machine learning (Wall et al., 2003). LDA, which is 
another interpretable dimensionality reduction technique, can be used 
to detect patterns in text (Kosinski et al., 2016). Both SVD and LDA are 
critical tools for extracting patterns from large amounts of data by 
reducing data dimensionality. In HR research, factor and principal 
component analyses are traditional methods of pattern extraction. Fac-
tor analyses include both exploratory and confirmatory factor analyses 
(EFA and CFA, respectively), which are used mainly for models with 
latent variables in HRM research (Bainbridge & Broady, 2017). EFA is 
applied in the scale development stage to identify the underlying re-
lationships between items and to reduce redundant items (Wang et al., 
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2019). CFA is used to confirm whether the items on a scale are consistent 
with a theoretical structure of this construct (Kline, 2015). Principal 
component analyses are similar to EFA in terms of their function of 
reducing redundant data and are used mainly for variable reduction to 
identify highly correlated variables rather than individual items (Alavi 
et al., 2020). The major difference among SVD, LDA, factor analyses and 
principal component analyses is that factor and principal component 
analyses mainly analyze numerical data, but SVD and LDA can be used 
to analyze both numerical and textual data. In HRM, evaluating em-
ployees by using multiple performance indicators is difficult (Den Har-
tog et al., 2013). SVD and LDA can effectively identify key performance 
indicators that are important for organizations and can be conducted by 
using the analytical package Matrix in R. 

5.1.3. Deep learning techniques: Multi-layer perceptron (MLP)—Research 
question: Prediction of HR demand 

Deep learning techniques represent a broad class of different ma-
chine learning algorithms based on ANNs. Various disciplines, such as 
speech recognition, machine translation, and image recognition, have 
applied deep learning techniques (Lecun et al., 2015). In deep learning 
techniques, MLP, also known as feed-forward neural networks, is espe-
cially relevant for HR research because of its effectiveness in prediction 
research. MLP is a class of ANNs whose neurons form an acyclic graph in 
which information moves in only one direction from input to output; 
thus, MLP is extensively used in pattern recognition. In HR research, Gu 
and Zhen (2018) applied MLP to examine the predictive power of 
companies’ investment in HRM on companies’ performance by using an 
international dataset from companies in more than 100 countries. Góes 
and De Oliveira (2020) further discussed the implication of MLP in HR 
performance evaluation. MLP can also be applied to investigate vari-
ables, such as labor demand, that are usually characterized by the time 
series of the company’s development stage and product demands. For 
prediction research, MLP is an important deep learning technique for 
enhancing prediction effectiveness. PyTorch, which is written in Python, 
is commonly used for deep learning. 

5.1.4. Classification analyses—Research question: Organizational 
performance prediction 

Big data research has multiple methods for classification, such as 
classification trees and support vector machines (SVMs). Classification 
trees were developed based on decision trees. Classification trees are 
used for inference tasks or classification problems (Bertsimas & Dunn, 
2017). For instance, Chakraborty et al. (2018) combined classification 
trees and ANNs to identify qualified students in a business school. 
Another classification approach is SVMs, which are rooted in machine 
learning. They address mainly issues of binary classification. Specif-
ically, as “a large set of observations with known labels (training set), 
SVM finds a maximum margin function that separates the observations 
into two classes where each observation is a point in a multidimensional 
space of feature measurements” (Ghaddar & Naoum-Sawaya, 2018, p. 
994). HRM researchers can apply SVMs along with other machine 
learning techniques and factor analyses (EFA and CFA) to compare the 
influence of various predictive models of HRM bundles on organiza-
tional performance. Predictive models comparison research has been 
conducted in studies on organizational performance prediction (e.g., 
Delen et al., 2013). The analytical package scikit-learn in Python can be 
used for classification analyses. 

5.1.5. Genetic algorithms—Research question: Employee scheduling 
Strohmeier and Piazza (2015) pointed out that artificial intelligence 

(AI) can improve employee scheduling systems based on genetic algo-
rithms. Genetic algorithms consider both employees’ biological pro-
cesses and organization arrangement; consequently, genetic algorithms 
can generate solutions according to specified objective functions and 
problem constraints. Employee scheduling (also called “staff rostering”) 
is an application scenario that uses genetic algorithms in HRM; this 

application enables employees to deliver optimal assignment genera-
tions (Gong et al., 2019). Genetic algorithms take the fit between em-
ployees’ biological condition and working schedule as an optimization 
problem, thereby providing feasible rosters that consider a multitude of 
constraints. Genetic algorithms, i.e., selection, crossover and mutation, 
can produce improved rosters and the roster with the best fitness value 
(Strandmark et al., 2020).Genetic algorithms can automate the rostering 
tasks and evaluate valid rosters, which outperforms manual scheduling. 

5.1.6. Prescriptive analytics: Robust and adaptive optimization—Research 
question: Human resource planning optimization 

In past decades, the technique of optimization formulation has been 
used in predicting the HR planning process (Berk et al., 2019). For 
example, Kawas et al. (2013) proposed a nonlinear optimization 
formulation model to predict the sales in a sales team. Additionally, 
Santos et al. (2013) implied a two-stage integer optimization to assign 
employees to incoming projects. One popular optimization technology, 
namely, stochastic optimization, is widely used in the research on HR 
decision making in uncertainty environments (Bertsimas & Kallus, 2020; 
Birge & Louveaux, 2011). However, stochastic optimization cannot 
address the “curse of dimensionality” in multiperiod decision making in 
HR planning. Recently, Berk et al. (2019) proposed “affinely adaptive 
robust optimization”, which combines robust and adaptive optimiza-
tion, to identify the uncertainties of HR planning and its dynamic nature. 
The authors adapted the data from Sapient Corporation to verify robust 
and adaptive optimization, which is useful in hiring advice and staffing 
recommendations. 

5.2. Methods in the deductive research paradigm 

5.2.1. Experimental approach: Event study—Research question: Strategic 
management, succession planning, and organizational design 

Using the traditional small data approach to study the impacts of 
events on an organization is often time-consuming and costly (Jones 
et al., 2016). A big data approach may open a new path for researching 
the impacts of events. Instead of working in the field, researchers who 
conduct event studies in the big data era can focus mainly on online 
news, comments and even real-time reporting about an event. The ex-
plosion of big data generated by the Internet, particularly on social 
media platforms, thus becomes the basis for experimental event studies. 
Event studies include four steps: comparative organization selection, 
data collection, creating measures, and data analysis. First, control and 
experimental groups must be selected. The second step is data collection, 
in which researchers obtain data from social media platforms’ APIs or 
organizations’ BBSs. In traditional event studies, different stakeholders 
are difficult to identify. A big data-based event study can effectively 
collect data from multiple stakeholders, such as employees, consumers 
and governments. Third, identifying keywords to evaluate an event’s 
influence is critical to creating measures (Haas et al., 2015). Fourth, in 
the data analysis, data from control and experimental groups are used to 
test the impacts of the event. This approach can be used in examining the 
impact of organizational change on companies’ HRM systems; for 
example, this approach can be used to evaluate how companies’ mergers 
and acquisitions affect companies’ strategic HR choices. The analytical 
package twitteR in R can be used to collect big data for event studies. 

5.2.2. The SAM approach—Research question: Cross-country comparative 
HRM research 

The SAM approach was recently proposed by Cheung and Jak 
(2016). It follows the split/apply/combine method of big data compu-
tation by incorporating a meta-analysis to help behavioral researchers 
integrate psychometric analyses (Wickham, 2011). This approach con-
verts a big dataset, which is much larger than the storage capacity of a 
computer, into many manageable sub-datasets and then combines the 
results by using a meta-analysis. Zhang et al. (2019) further developed 
this approach by integrating a multilevel framework that can be used to 
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conduct big data analyses with multilevel modelling. For example, the 
multilevel SAM (MSAM) approach can be applied to investigate how 
countries’ HR systems affect the relationship between companies’ HRM 
investments and firm financial performance (Zhang et al., 2019). Spe-
cifically, researchers first split the big data datasets into several small 
datasets according to the country of the sample. Second, a regression 
analysis is applied within each sub-dataset. Third, a meta-analysis in-
tegrates all the results that draw from each sub-dataset into one result. 
Fourth, a mixed model is applied to examine the effect of country-level 
factors. This approach combines the advantages of big data analysis with 
the traditional psychometric approaches that are familiar to most HRM 
researchers. This approach can be used for both theory-driven HRM 
research and data mining. The metaSEM R package available at the 
Comprehensive R Archive Network (CRAN) is usually used for SAM and 
MSAM analyses. 

5.3. Methods in the hybrid (both inductive and deductive) research 
paradigm 

5.3.1. SEM trees—Research question: How HRM influences employees’ 
attitudes and behaviors 

SEM trees combine the strengths of SEM and the decision tree 
paradigm (Brandmaier et al., 2016). The advantage of this method is 
that it can solve both theory- and data-driven research questions. Spe-
cifically, SEM proposes a fundamental framework to test the existing 
theory, and decision trees can be used to conduct an exploratory analysis 
to modify the theory (Jacobucci et al., 2017). The decision tree approach 
aims to explore the associations between the potential indicator effects 
and the specific outcomes (Brandmaier et al., 2013). SEM trees help 
researchers discover subgroup heterogeneity. Specifically, SEM trees 
can reveal the interactive relationships among variables in multivariate 
statistical analyses based on a theoretical model. In particular, re-
searchers first use SEM to propose or test a prior theory and then use a 
decision tree to refine the theory. The decision tree serves as a search 
function to find the best explanation for how potential indicators predict 
an outcome. For instance, SEM trees can examine the different change 
trends of work performance for employees in different subgroups. The 
analytical package semtree in CRAN is designed for SEM tree analysis. 

5.3.2. SNA—Research question: Team social interaction 
SNA is used to examine social exchanges among individuals or 

groups (Liu et al., 2015). It is also applied to examine how individuals 
are embedded within a social structure and how social structures emerge 
from the micro-relationships among individuals. Social network 
research, as an important branch of sociology, has been applied to big 
data research in management (Zhang et al., 2016), education (Isba et al., 
2017), and political science (Maireder et al., 2017). For example, Zhang 
et al. (2016) used SNA to analyze the relationships among various 
companies based on the social network platform Facebook. Two so-
phisticated methods in social network research include exponential 
random graph models (ERGMs) and auto-logistic actor attribute models 
(ALAAMs). ERGMs can explain different network ties simultaneously, 
including the presence and absence of network ties, while ALAAMs can 
examine the network effects of national-, community- and individual- 
level factors on individual consequences. ERGMs are used to predict 
the emergence of different social network ties, whereas ALAAMs, an 
extension of ERGMs (Letina, 2016), can be used to predict actor char-
acteristics from social networks at the micro level and the in-
terdependencies among individuals at the meso level (Daraganova & 
Robins, 2013; Lusher et al., 2013). Both methods can be used to examine 
within-team social interaction. Various analytical packages, such as 
Statnet in R, can be used to conduct textual analyses. 

5.3.3. Clustering techniques—Research question: Strategic HRM 
Clustering functions group a set of objects into the same cluster, 

which has a representative prototype that represents objects in the 

cluster according to some specific rules or principles (Kobayashi et al., 
2017). Objects in a cluster are more similar to each other regarding some 
characteristics than to objects in other clusters (Kobayashi et al., 2017). 
In clustering analyses, K-means clustering is an efficient method that is 
often applied in management research at a very early stage. For 
example, Brentan et al. (2018) employed K-means clustering to examine 
management effectiveness in water distribution systems. The principle 
of K-means clustering is to minimize the total mean-squared error be-
tween the training samples and their representative prototypes (Nov-
ikov, 2019). Procedurally, K-means clustering includes four steps. First, 
an initial partition with K clusters must be specified. Second, each 
pattern is assigned to its closest representative prototypes. Third, new 
representative prototypes are identified. Fourth, stateable representa-
tive prototypes are identified by repeating steps 2 and 3. For HR 
research, K-means clustering can be effective for identifying “bundles” 
of HR practices. A cluster analysis of sequences is often used for a cluster 
analysis. 

We summarize the big data analysis methods used in HRM research 
in Table 5 and Fig. 7. 

6. General procedures for big data research 

The general procedures for big data research consist of four steps. 
The first step is data collection. Data collection or acquisition is the 
bedrock of big data research. Methods such as sensors, web scraping, 
web traffic, and communications monitoring are efficient for collecting 
large-scale and multitudinous data (e.g., Chaffin et al., 2017; Landers 
et al., 2016; Zhang et al., 2016). The second step is data exploration and 
pre-processing. Methods such as correlation graphs, summary statistics, 
and visualization techniques can be used for data exploration in big data 
research. Pre-processing the data involves two steps: (1) extracting the 
data by detecting and correcting them and (2) reshaping the clean data 
into the format needed for an analysis (Tonidandel et al., 2018). The 
third step is data analysis. There are various techniques, rooted in 
computer science, for big data analysis (Chen & Wojcik, 2016). Several 
general categories are classification, regression, clustering and associa-
tion analyses. These different techniques are used in different contexts 
according to distinct research topics. The fourth step is reporting the 
results (Chen & Wojcik, 2016). Because of the volume and variety of big 
data, determining how to report the results becomes a critical challenge. 
On the one hand, the volume of big data may lead to spurious conclu-
sions because all the relationships between pairs of variables tend to be 
significant when using a traditional significance test due to the high 
statistical power of extremely large sample sizes (Simonsohn et al., 
2019). On the other hand, the variety in big data leads to difficulty in 
presenting the various data sources in a uniform format. Additionally, 
the steps and processes used in pre-processing and merging data must be 
reported and discussed (Haas et al., 2015). For example, visualization 
technology provides vivid image displays so that audiences can clearly 
understand the data processing results (Tu et al., 2017). As data science 
develops further, the number of new visualization tools (such as BIME, 
Qlik Sense, and Tableau) that can be used in HRM research will continue 
to increase. 

Following these four steps, HRM researchers can adopt a big data 
approach to investigate HR topics. The general procedures for big data 
research are summarized in Fig. 8. 

7. Implications for hrm research in the era of big data 

The result of combining our narrative review and bibliometric 
analysis suggests that big data HRM research is an emerging field that 
awaits further study. However, the rapid development of big data offers 
both opportunities and challenges for HRM research. To help integrate 
big data approaches into HRM research, we suggest five potential big 
data HRM topics according to the levels of analysis and discuss three 
challenges and limitations that HRM research could face in the era of big 
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Table 5 
Methods of big data analysis for HRM research.  

Method The Application Context Data Type Empirical Research 

Textual analysis A latent semantic analysis (LSA) and a differential language analysis (DLA) can both be 
used to perform textual analyses. The assumption of LSA is that the words are not 
randomly distributed because words with similar meanings are more likely to appear in 
the same document, whereas a DLA-based model is used to identify texts that relate to 
specific characteristics. 

Textual data Chen and Wojcik (2016) 
Kern et al. (2016) 

Prescriptive analytics: Robust 
and adaptive optimization 

This method combines both robust and adaptive optimization to identify both the 
uncertainty and the dynamic nature of human resource planning. 

Both quantitative and 
qualitative data 

Berk et al. (2019) 

Genetic algorithms Genetic algorithms fit the task by addressing its very nature as an optimization problem 
and by providing feasible rosters considering a multitude of constraints. Using a genetic 
algorithm, i.e., selection, crossover and mutation, leads to generation of improved 
rosters, and selection of the roster with the best fitness value. 

Both quantitative and 
qualitative data 

Strandmark et al. (2020) 

Data pattern extraction Singular value decomposition (SVD) and latent Dirichlet allocation are two commonly 
used dimensionality reduction techniques. They can be used in detecting the patterns of 
both large quantitative and qualitative datasets. 

Both quantitative and 
qualitative dataa 

Rohrer et al. (2017)  

Deep learning techniques In deep learning techniques, multi-layer perceptron (MLP), which is also known as a feedforward 
neural network, is especially relevant for HR research because of its effectiveness in prediction 
research. MLPs are a class of artificial neural networks whose neurons form an acyclic graph in 
which information moves in only one direction from input to output; MLPs are extensively used in 
pattern recognition. 

Quantitative data Góes and De 
Oliveira (2020) 

Classification approach Classification approaches include both classification trees and support vector machines. 
Classification trees were developed based on decision trees. They are used for inference tasks or 
classification problems in HRM. Another classification approach is support vector machines, which 
are rooted in machine learning. This approach mainly concerns issues of binary classification. 

Both quantitative and 
qualitative data 

Kosinski et al. 
(2016) 

Experimental approach: 
Event study 

An experimental event study is used to analyse how employees react to a particular event (i.e., how 
the organization is affected by events) by collecting and analysing big data related to the event 
through social media platforms for control and experiment groups. 

Both quantitative and 
qualitative data 

Oreg et al. (2018)  

Split/analyse/meta- 
analyse (SAM) 
approach 

SAM follows the split/apply/combine method of big data computation by incorporating 
meta-analyses to help behavioural researchers integrate psychometric analyses. This 
approach converts a big dataset, which is much larger than the amount of random-access 
memory of a computer, into many manageable sub-datasets and then combines the results 
by using a meta-analysis. 

Quantitative data Y. E. Zhang et al. (2019) 
Cheung and Jak (2016) 

Structural equation 
modelling (SEM) trees 

SEM trees combine the strengths of SEM and the decision tree paradigm. They can be used 
with an auto-regression model, a regression model, a longitudinal growth curve model, or a 
standard factor model. 

Quantitative data Brandmaier et al. (2016) 

Social network analysis 
(SNA) 

SNA is used to examine the social exchange among individuals or groups. SNA is applied to 
examine the ways individuals are embedded within a social structure and the ways social 
structures emerge from the micro-relationships among individuals. 

Both quantitative and 
qualitative data 

Jacobucci et al. (2017) 

Clustering techniques The goal of cluster analysis, such as K-means clustering, is to group a set of objects with 
similar characteristics into the same group (called a cluster) by some specific rules. Objects 
in the same cluster are more similar to each other than to those in other clusters. 

Both quantitative and 
qualitative data 

K. Zhang et al. (2016) 

Note. a. Qualitative data must be transformed into quantitative data for an SVD approach. 

METHODS OF BIG DATA ANALYSIS IN HRM RESEARCH

Methods in the Inductive Research Paradigm Methods in the Deductive Research Paradigm

Methods in the Hybrid (both inductive and deductive) 

Textual 
analyses: 

LSA, DLA, 
and

Data 
pattern 

extraction: 

Deep 
learning 

technique: 
Multi-layer

Classification 
analyses

Experimental 
approach: 
Event study

The SAM 
approach

SEM trees

Social 
Network 
analysis 
(SNA)

Clustering 
techniques

Genetic 
algorithms

Robust and 
adaptive 

optimization

Fig. 7. Methods of Big Data Analysis in HRM Research.  
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data. 

7.1. Opportunities for HRM research in the era of big data 

In this section, we propose five promising HRM topics that may 
benefit from the application of big data at the micro, meso and macro 
levels. 

7.1.1. Micro-level topics 

7.1.1.1. Applying big data collection techniques to HRM—employee atti-
tudes and behaviors research. The micro level here refers to the between- 
and within-individual levels (Baron & Greenberg, 1990). In HRM 
research, this level of research focuses mainly on employees’ attitudes 
and behaviors (such as employee’s job satisfaction and in-role perfor-
mance) in an organization. Compared with small data approaches, such 
as the survey method, big data collection techniques can greatly 
improve the validity of measurements for employees’ attitudes and be-
haviors in HRM research. For example, the application of wearable 
sensors can reduce the measurement error of subjectivity when 
measuring employee-level attitudes and behaviors. A recent study that 
compared data based on surveys and wearable sensors indicated that the 
latter approach is more likely to yield valid results (Barber et al., 2017) 
partly because the findings based on survey data are more easily 
contaminated due to social desirability (Podsakoff et al., 2003). Further, 
while traditional survey approaches in HRM research can rarely collect 
real-time longitudinal data, wearable sensors can enable real-time 
monitoring. Thus, wearable sensors can collect real-time longitudinal 
data and track changes in employees’ attitudes and behaviors. This 
capability enables addressing research questions about how HR prac-
tices influence employees’ attitudes and behavioral dynamics, especially 

when integrating the experience sampling method (ESM) with wearable 
sensors (Beal, 2015).3 For instance, employee physical engagement, as 
an important type of work engagement (Kahn, 1990), receives less 
attention than cognitive and emotional engagement largely because of 
the lack of valid measurement approaches. By applying wearable sensors 
(such as in actigraphy) in an ESM study, physical engagement can be 
effectively measured because the number of steps and the energy 
expenditure of employees in the workplace are recorded. Similarly, with 
the help of wearable sensors and smart phone applications, micro-level 
research topics, such as employee interactions (Chaffin et al., 2017) and 
daily stress (Bogomolov & Lepri et al., 2014) have been better (empir-
ically) measured and studied. 

7.1.2. Meso-level topics 

7.1.2.1. Integrating multiple types of big data in HRM—team interaction 
research. At the meso level, which refers to research at the working- 
team level (Baron & Greenberg, 1990), the combination of companies’ 
internal and social media data provides promising future advancement 
for HRM team-related research. Currently, instant messenger applica-
tions, such as LINE and WeChat, are widely used in team interactions 
(Wang et al., 2015), and these applications generate a large amount of 
textual data. By adopting inductive textual analysis methods, such as 
LSA and DLA, such instant messenger applications provide opportunities 
for HRM scholars to better investigate how HR practices affect intra- and 

STEP 1: Data collection

STEP 2: Exploring and pre-
processing the data

STEP 3: Data analysis

STEP 4: Reporting the results

(1) A wearable sensor is an effective tool for collecting detailed data (Chaffin et al., 2017)
(2) Web scraping is usually used to extract useful data from the massive information available on websites (Landers et 
al., 2016)
(3) Monitoring web traffic is another strategy that many firms and researchers apply to acquire big data  (Wiesel et al., 
2011).
(4) Communications monitoring, which is used mainly to extract tacit data, is another valid method for collecting big data 
(George et al., 2016)
(5) Public data, particularly contextual data, can be obtained from publicly available datasets or an API. 

Methods such as correlation graphs, summary statistics, and visualization techniques can be used for data exploration in 
big data research. 
Pre-processing the data involves two steps: 
(1) Extracting the data by detecting and correcting it.
(2) Reshaping the clean data into the format needed for an analysis (Tonidandel et al., 2018)

These different techniques are used in different contexts according to distinct research topics. 
(1) Data classification is the process of organizing data into categories according to research aims. 
(2) Regression is used to predict outcomes in a model (Varian, 2014).
(3) Clustering describes how to classify a set of objects (Estivill-Castro, 2002), so objects in the same cluster share similar 
characteristics. 
(4) Association analyses aim to produce a set of rules to capture associations within items or events (Piatetsky-Shapiro, 
1991).

Because of the volume and variety of big data, determining how to report results becomes a critical challenge. On the one 
hand, the volume of big data may lead to spurious conclusions because all the relationships between pairs of variables 
tend to be significant when using a traditional significance test due to the high statistical power of extremely large sample 
sizes (Simonsohn et al., 2015). On the other hand, the variety of big data leads to difficulty in presenting the various data 
sources in a uniform format. Additionally, the steps and processes used in pre-processing and merging data must be 
reported and discussed (Haas et al., 2015).

Fig. 8. General Procedures for Big Data Research.  

3 For example, ExperienceSampler is an experience sampling smartphone 
application that is specifically designed for ESM research (Thai & Page-Gould, 
2018); this application can be used to integrate wearable sensors with ESM 
studies. This application can be downloaded through the web at http://www. 
experiencesampler.com/. 
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inter-team interactions, such as the communication between a team 
leader and members, thereby further affecting distal team outcomes, 
such as team performance. The data can be collected from either formal 
team interactions (such as conference information and documents) or 
informal communications (such as daily chat records). However, col-
lecting team interaction data may lead to high privacy and scientific 
misconduct risks, which is a problem that has become increasingly 
salient in recent years (Chan & Perrig, 2003). Therefore, a major chal-
lenge for collecting team interaction data in HRM research is to deter-
mine the boundary between public and private information and to 
protect employees’ privacy. We further discuss privacy and ethics issues 
in the following sections. 

7.1.3. Macro-level topics 

7.1.3.1. People analytics in HRM research. In HRM, the macro-level re-
fers to the organization level. Using a big data approach, we can better 
understand people analytics, also called HR analytics, which is defined 
as “the systematic identification and quantification of the people drivers 
of business outcomes” (Van den Heuvel & Bondarouk, 2017, p. 130). In 
particular, the following three streams of research questions in people 
analytics can be better addressed by applying big data methods. First, 
how can organizations more effectively recruit and select high-potential 
talent? Second, how can managers track the development of skills within 
the organization to promote work design? Third, how can employee 
attitudes and behaviors that are traditionally considered micro-level 
constructs be understood in new ways in terms of the level of analysis? 

First, personnel recruitment research can be improved by using a big 
data approach, such as analyzing online interviews (Chamorro-Premuzic 
et al., 2017) and social networks (Garcia-Arroyo & Osca, 2019). Second, 
work design research can be further advanced by using employees’ 
digital data, such as data from computer and mobile use (Liu et al., 
2017), to investigate how knowledge workers arrange their workday 
and how they allocate their time to different tasks. Third, by integrating 
a big data approach, traditionally defined micro-level individual 
employee attitudes and behaviors can be investigated at the collective 
level (Bowen & Ostroff, 2004), thereby enabling HRM researchers to 
explore new research questions about the dynamic relationships be-
tween HR practices and collective-level employee attitudes and behav-
iors. For instance, natural language processing methods, such as 
linguistic or sentiment analyses of job-related texts that employees post 
on social media platforms, can be used to predict collective-level 
employee attitudes and behaviors (Chung & Pennebaker, 2012; Her-
nandez et al., 2016). 

7.1.3.2. AI implications in the employee recruitment and selection and 
employee turnover research. The recent development of AI offers 
emerging opportunities for recruitment and turnover management 
research. First, by incorporating AI algorithms with candidate résumés 
and other sources of data, new theoretical models can be developed to 
revise and even reform recruitment. For example, Khosla et al. (2016) 
discussed how human-robot interaction modelling can be used in 
employee recruitment and retention. Both verbal and non-verbal data 
can be collected from robots and then used to track and interpret the 
candidate’s emotions. Further, a candidate’s emotional state can be used 
to help evaluate his or her commitment to answering job interview 
questions. Second, with the implications of ANNs in employee turnover 
research, new types of antecedents of employee turnover (e.g., social 
network-related antecedents, such as social ties) can be better studied 
empirically. Recently, HRM researchers have suggested that with the 
help of a network-based textual analysis, online data (including textual 
data) can be a complementary data source to traditional small quanti-
tative data in HRM research (Pérez-Campdesuñer et al., 2018). 

7.1.3.3. HR planning and cross-country HRM comparative research. 

Organizations’ HR planning refers to an HRM function that recognizes 
an organization’s HR needs and plays a crucial role that connects HRM 
and firm strategic management (Jiang & Messersmith, in press; Kauf-
man, 2010). HR planning can be better investigated by using the pre-
diction approach of big data (Mcabee et al., 2017). Traditional small 
data methods used in the HR planning research include regression and 
trend analyses (e.g., Cook & Ferris, 1986), which suffer from method-
ological limitations, such as sampling and measurement errors (Yahav 
et al., 2016). A big data approach with large volumes of information and 
better algorithms can address these limitations and thereby aid in 
developing better HR planning models and eventually more accurate 
predictions of HR demands. For example, by using a machine learning 
technique (namely, the least absolute shrinkage and selection operator) 
to analyze the predictors of HR demand, the precision of HR planning 
(regarding, e.g., the proportion of internal training, promotion and 
external recruitment) can be greatly improved (Varian, 2014). 

In addition to inductive research, cross-country comparative 
deductive research that focuses on identifying country-level boundary 
conditions can be improved by using big data methods (Cooke & Bar-
tram, 2015). For example, based on the MSAM method, Zhang et al. 
(2019) examined how a country-level HRM system impacts the rela-
tionship between a company’s investment in HRM and the company’s 
financial performance. Zhang et al. (2019) divided the cross-country big 
dataset “OSIRIS”, which contains 620,000 firm records for all public 
companies worldwide from 1983 to 2016, into 75 sub-samples accord-
ing to sample location, analyzed the model in each sub-sample, and 
further tested the cross-country moderation effects by using a mixed- 
effect model meta-analysis. 

7.2. Challenges and limitations for HRM research in the era of big data 

7.2.1. Ethical issues 
Although a big data approach provides promising opportunities for 

HRM research, this approach also creates new challenges. First, big data 
collection suffers from high ethical risks (Menon & Sarkar, 2016; 
Tonidandel et al., 2018). Most big data regarding employees’ online 
behaviors, such as online searches and transactions, are by-products of 
employees’ everyday lives in the Internet era and are not generated for 
research purposes. Further, anonymity in the dataset might not be 
guaranteed because identity can be detected from information found in 
the digital footprint (Kosinski et al., 2016). Therefore, in big data 
analysis, protecting employee privacy is the first challenge for HRM 
scholars. HRM researchers must be cautious about using big data to 
investigate HRM issues and must avoid violating individuals’ or orga-
nizations’ privacy. Current privacy protection policies and ethical 
standards developed for big data HRM research alone may be insuffi-
cient to protect employees’ privacy. The application of privacy protec-
tion techniques can be equally important. For example, to protect 
individuals’ privacy when using transactional data, Menon and Sarkar 
(2016) developed scalable approaches that can be applied in further 
studies about employee remuneration. 

7.2.2. Ontological challenges 
This new data-driven research paradigm underscored by a big data 

approach is difficult for traditional theory-driven (i.e., hyper-positivist 
ontological framework) HRM researchers to understand and manage. 
To facilitate data-driven research in HRM, we suggest that HRM scholars 
apply “reverse thinking” to big data HRM research, i.e., research using 
inductive-oriented approaches (Popper, 2005). Mcabee et al. (2017) 
advocate that the HRM field requires a big data shock to better apply 
inductive research. However, the dominant deductive research mindset 
of HRM researchers may impede applying a big data approach. 

7.2.3. Analytical and methodological difficulties 
Although HRM methodology researchers have made some efforts to 

develop easy-to-use big data methods that fit HRM researchers’ 
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backgrounds (Zhang et al., 2019), most big data approaches are rooted 
in computer science; therefore, these approaches differ from most 
methods with which HRM scholars are familiar (Cheung & Jak, 2016). 
HRM researchers with knowledge of traditional psychometrics and 
econometrics must learn new programming skills to query and analyze 
big data. However, using data science analytic technologies is difficult 
for HRM researchers and requires familiarity with big data analytical 
platforms, such as Hadoop, Python, R, and MATLAB (Douthitt & Mon-
dore, 2014). The high threshold of programming skills for big data 
research may decelerate the paradigm shift from sample-based empir-
ical research to big data research in HRM. Therefore, on the one hand, 
the training system for HR practitioners and researchers should be 
updated by providing more education in advanced mathematical, sta-
tistical and programming knowledge. On the other hand, as Tonidandel 
et al. (2018) suggest, multidisciplinary collaboration is critical for 
statisticians and computer scientists who can provide analytical support 
for HRM researchers. Moreover, HRM researchers need to learn and 
adopt research methods from big data psychology research (Harlow & 
Oswald, 2016). For example, Cheung and Jak (2016) developed a SAM 
approach to analyze big data by splitting data into sub-datasets for 
analysis and then integrating the results of the sub-datasets with a meta- 
analytical approach; this hybrid approach can help psychology scholars 
to conduct big data research by using traditional psychometric ap-
proaches without studying complex data science methods. 

Finally, the ways to evaluate and select valid and reliable data are 
challenging for HRM researchers due to the variety of big data types. 
Instead of mainly numerical data, various types of data, including text 
and video, are used in big data HRM studies. For example, textual data, 
especially from social media, can be “highly uncertain in both its 
expression and content”; therefore, the need to work with non- 
numerical data may impede HRM researchers from achieving reliable 
results (Claverie-Berge, 2012, p. 3). Thus, it is especially difficult for 
HRM researchers who are used to working with numerical data to detect 
potential biases in data collection and analysis processes or to guarantee 
validity and reliability (Lazer et al., 2014). 

8. Conclusion 

Empirical research in both the natural and social sciences is under-
going a paradigmatic shift from the traditional small data era to the 
emerging big data era. As this trend continues, HRM research will be 
informed by a rigorous re-examination and extension of previous 
research methods and findings. Embracing the big data approach is 
becoming increasingly important for HRM research. Therefore, the 
purpose of this study is to help integrate big data approaches into HRM 
research by systematically reviewing current big data HRM studies and 
identifying new directions for future research. 

Based on a quantitative review that uses a bibliometric analysis to 
visualize and map the evolution of big data HRM research, this paper 
systematically discusses the importance, benefits, and characteristics of 
big data research and explores the ways that big data techniques and 
approaches can be applied to HRM research. This paper proposes an 
emerging “Inductive (Prediction paradigm: Data mining/Theory build-
ing) vs. Deductive (Explanation paradigm: Theory testing)” research 
framework for big data HRM research; this framework includes potential 
HRM research questions that can use big data and their corresponding 
levels of analysis, analytical methods, data sources and software. In 
proposing this framework, this paper conducts an integrative review of 
the characteristics of big data, compares the characteristics of big data 
with those of traditional small data, outlines the general procedure for 
conducting big data research, and describes the eleven methods that can 
be applied in big data HRM studies. 

Finally, this study further discusses five specific, promising HRM 
research topics at the micro, meso and macro levels along with three 
challenges and limitations that HRM scholars may face in the era of big 
data. Future HRM research could benefit from applying big data 

approaches in five ways. At the micro level, employee attitude and 
behavior research can benefit from applying big data collection tech-
niques. At the meso level, team interaction research can benefit from 
integrating multiple types of big data. At the macro level, HRM research 
can benefit from conducting people analytics, analyzing the implication 
of AI in employee recruitment and selection and employee turnover 
research, and assessing HR planning and cross-country HRM compara-
tive research. However, ethical issues, ontological challenges, and 
analytical and methodological difficulties become three critical chal-
lenges and limitations of integrating big data approaches into HRM 
research, which warrant future research attention. We hope that sys-
tematically reviewing and discussing the current state of the science and 
the future research agenda can offer a roadmap for applying big data 
approaches to HRM studies and inspire future big data HRM research. 
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