CHAPTER 15

Sampling: final and initial sample size determination

Objectives

After reading this chapter, you should be able to:

1. define key concepts and symbols pertinent to sampling;
2. understand the concepts of the sampling distribution, statistical inference and standard error;
3. discuss the statistical approach to determining sample size based on simple random sampling and the construction of confidence intervals;
4. derive the formulas to determine statistically the sample size for estimating means and proportions;
5. discuss the non-response issues in sampling and the procedures for improving response rates and adjusting for non-response;
6. understand the difficulty of statistically determining the sample size in international marketing research;
7. identify the ethical issues related to sample size determination, particularly the estimation of population variance.

Making a sample too big wastes resources, making it too small diminishes the value of findings – a dilemma resolved only with the judicious use of sampling theory.
Overview

This chapter focuses on the determination of sample size in simple random sampling. We define various concepts and symbols and discuss the properties of the sampling distribution. Additionally, we describe statistical approaches to sample size determination based on confidence intervals. We present the formulas for calculating the sample size with these approaches and illustrate their use. We briefly discuss the extension to determining sample size in other probability sampling designs. The sample size determined statistically is the final or net sample size; that is, it represents the completed number of interviews or observations. To obtain this final sample size, however, a much larger number of potential respondents have to be contacted initially. We describe the adjustments that need to be made to the statistically determined sample size to account for incidence and completion rates and calculate the initial sample size. We also cover the non-response issues in sampling, with a focus on improving response rates and adjusting for non-response. We discuss the difficulty of statistically determining the sample size in international marketing research and identify the relevant ethical issues.

Statistical determination of sample size requires knowledge of the normal distribution and the use of normal probability tables. The normal distribution is bell-shaped and symmetrical. Its mean, median and mode are identical (see Chapter 18). Information on the normal distribution and the use of normal probability tables is presented in Appendix 15A. The following example illustrates the statistical aspects of sampling.

Has there been a shift in opinion?

The sample size used in opinion polls commissioned and published by most national newspapers is influenced by statistical considerations. The allowance for sampling error may be limited to around three percentage points.

The table that follows can be used to determine the allowances that should be made for sampling error. These intervals indicate the range (plus or minus the figure shown) within which the results of repeated samplings in the same time period could be expected to vary, 95% of the time, assuming that the sample procedure, survey execution and questionnaire used were the same.

<table>
<thead>
<tr>
<th>Percentage near 10</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage near 20</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 30</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 40</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 50</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 60</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 70</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 80</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 90</td>
<td>3</td>
</tr>
</tbody>
</table>

The table should be used as follows. If a reported percentage is 43 (e.g. 43% of Norwegian Chief Executives believe their company will suffer from staff shortages in the next 12 months), look at the row labelled ‘percentages near 40’. The number in this row is 5, so the 43% obtained in the sample is subject to a sampling error of ±5 percentage points. Another way of saying this is that very probably (95 times out of 100) the average of repeated samplings would be somewhere between 38% and 48%. The reader can be 95% confident
that in the total population of Norwegian Chief Executives between 38% and 48% believe
their company will suffer from staff shortages in the next 12 months, with the most likely
figure being 43%.

The fortunes of political parties measured through opinion polls are regularly reported in
newspapers throughout Europe. The next time that you read a report of a political opinion
poll, examine the sample size used, the confidence level assumed and the stated margin of
error. When comparing the results of a poll with a previous poll, consider whether a particular
political party or politician has really grown or slumped in popularity, or the reported changes
can be accounted for within the set margin of error as summarised in this example.

| Definitions and symbols |

Confidence intervals and other statistical concepts that play a central role in sample
size determination are defined in the following list.

- **Parameter.** A parameter is a summary description of a fixed characteristic or
  measure of the target population. A parameter denotes the true value that would
  be obtained if a census rather than a sample was undertaken.
- **Statistic.** A statistic is a summary description of a characteristic or measure of the
  sample. The sample statistic is used as an estimate of the population parameter.
- **Finite population correction.** The finite population correction (fpc) is a correction
  for overestimation of the variance of a population parameter – for example, a
  mean or proportion – when the sample size is 10% or more of the population size.
- **Precision level.** When estimating a population parameter by using a sample statistic,
  the precision level is the desired size of the estimating interval. This is the maximum
  permissible difference between the sample statistic and the population parameter.
- **Confidence interval.** The confidence interval is the range into which the true popu-
  lation parameter will fall, assuming a given level of confidence.
- **Confidence level.** The confidence level is the probability that a confidence interval
  will include the population parameter.

The symbols used in statistical notation for describing population and sample charac-
teristics are summarised in Table 15.1.

**Table 15.1 Symbols for population and sample variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Population</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$\mu$</td>
<td>$\bar{X}$</td>
</tr>
<tr>
<td>Proportion</td>
<td>$\pi$</td>
<td>$p$</td>
</tr>
<tr>
<td>Variance</td>
<td>$\sigma^2$</td>
<td>$s^2$</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>$\sigma$</td>
<td>$s$</td>
</tr>
<tr>
<td>Size</td>
<td>$N$</td>
<td>$n$</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>$\sigma_x$</td>
<td>$S_x$</td>
</tr>
<tr>
<td>Standard error of the proportion</td>
<td>$\sigma_p$</td>
<td>$S_p$</td>
</tr>
<tr>
<td>Standardised variate ($z$)</td>
<td>$\frac{X-\mu}{\sigma}$</td>
<td>$\frac{\bar{X}}{S}$</td>
</tr>
<tr>
<td>Coefficient of variation (C)</td>
<td>$\frac{\sigma}{\mu}$</td>
<td>$\frac{s}{\bar{X}}$</td>
</tr>
</tbody>
</table>
The sampling distribution

The **sampling distribution** is the distribution of the values of a sample statistic computed for each possible sample that could be drawn from the target population under a specified sampling plan. Suppose that a simple random sample of five hospitals is to be drawn from a population of 20 hospitals. There are \((20 \times 19 \times 18 \times 17 \times 16)/(1 \times 2 \times 3 \times 4 \times 5)\), or 15,504 different samples of size 5 that can be drawn. The relative frequency distribution of the values of these 15,504 different samples would specify the sampling distribution of the mean.

An important task in marketing research is to calculate statistics, such as the sample mean and sample proportion, and use them to estimate the corresponding true population values. This process of generalising the sample results to a target population is referred to as **statistical inference**. In practice, a single sample of predetermined size is selected, and the sample statistics (such as mean and proportion) are computed. Theoretically, to estimate the population parameter from the sample statistic, every possible sample that could have been drawn should be examined. If all possible samples were actually to be drawn, the distribution of the statistic would be the sampling distribution. Although in practice only one sample is actually drawn, the concept of a sampling distribution is still relevant. It enables us to use probability theory to make inferences about the population values.

The important properties of the sampling distribution of the mean, and the corresponding properties for the proportion, for large samples (30 or more) are as follows:

1. The sampling distribution of the mean is a normal distribution (see Appendix 15A). Strictly speaking, the sampling distribution of a proportion is a binomial. For large samples \((n = 30\) or more), however, it can be approximated by the normal distribution.

2. The mean of the sampling distribution of the mean \(\bar{X} = (\sum X_i)/n\) or of the proportion \(p\) equals the corresponding population parameter value, \(\mu\) or \(\pi\), respectively.

3. The standard deviation is called the **standard error** of the mean or the proportion to indicate that it refers to a sampling distribution of the mean or the proportion and not to a sample or a population. The formulas are:

\[
\sigma_{\bar{X}} = \frac{\sigma}{\sqrt{n}} \quad \text{and} \quad \sigma_p = \sqrt{\frac{\pi(1 - \pi)}{n}}
\]

4. Often the population standard deviation, \(\sigma\), is not known. In these cases, it can be estimated from the sample by using the following formula:

\[
s = \sqrt{\frac{\sum (X_i - \bar{X})^2}{n - 1}}
\]

or

\[
s = \sqrt{\frac{\sum X_i^2 - (\sum X_i)^2/n}{n - 1}}
\]
In cases where $\sigma$ is estimated by $s$, the standard error of the mean becomes

$$\text{est. } \sigma \bar{X} = \frac{s}{\sqrt{n}}$$

where ‘est.’ denotes that $s$ has been used as an estimate of $\sigma$.

Assuming no measurement error, the reliability of an estimate of a population parameter can be assessed in terms of its standard error.

Likewise, the standard error of the proportion can be estimated by using the sample proportion $p$ as an estimator of the population proportion, $\pi$, as

$$\text{est. } S_p = \sqrt{\frac{p(1-p)}{n}}$$

The area under the sampling distribution between any two points can be calculated in terms of $z$ values. The $z$ value for a point is the number of standard errors a point is away from the mean. The $z$ values may be computed as follows:

$$z = \frac{\bar{X} - \mu}{\sigma_{\bar{X}}}$$

For example, the areas under one side of the curve between the mean and points that have $z$ values of 1.0, 2.0 and 3.0 are, respectively, 0.3413, 0.4772 and 0.4986. (See Table 2 in the Appendix of Statistical Tables.) In the case of proportion, the computation of $z$ values is similar.

When the sample size is 10% or more of the population size, the standard error formulas will overestimate the standard deviation of the population mean or proportion. Hence, these should be adjusted by a finite population correction factor defined by

$$\sqrt{\frac{N-n}{N-1}}$$

In this case,

$$\sigma_{\bar{X}} = \frac{\sigma}{\sqrt{n}} \sqrt{\frac{N-n}{N-1}}$$

Several qualitative factors should also be taken into consideration when determining the sample size (see Chapter 14). These include the importance of the decision, the nature of the research, the number of variables, the nature of the analysis, sample sizes used in similar studies, incidence rates (the occurrence of behaviour or characteristics in a population), completion rates and resource constraints. The statistically determined sample size is the net or final sample size: the sample remaining after eliminating potential respondents who do not qualify or who do not complete the interview. Depending on incidence and completion rates, the size of the initial sample may have to be much larger. In commercial marketing research, limits on time, money and expert resources can exert an overriding influence on sample size determination. In the GlobalCash Project, the sample size was determined based on these considerations.

The statistical approach to determining sample size that we consider is based on traditional statistical inference. In this approach the precision level is specified in advance. The confidence interval approach to sample size determination is based on the construction of confidence intervals around the sample means or proportions.
using the standard error formula. As an example, suppose that a researcher has taken a simple random sample of 300 households to estimate the monthly amount invested in savings schemes and found that the mean household monthly investment for the sample is €182. Past studies indicate that the population standard deviation \( \sigma \) can be assumed to be €55.

We want to find an interval within which a fixed proportion of the sample means would fall. Suppose that we want to determine an interval around the population mean that will include 95% of the sample means, based on samples of 300 households. The 95% could be divided into two equal parts, half below and half above the mean, as shown in Figure 15.1.

Calculation of the confidence interval involves determining a distance below \( (\bar{X}_L - \mu) \) and above \( (\bar{X}_U - \mu) \) the population mean \( (\bar{X}) \), which contains a specified area of the normal curve.

The \( z \) values corresponding to \( \bar{X}_L \) and \( \bar{X}_U \) may be calculated as

\[
    z_L = \frac{\bar{X}_L - \mu}{\sigma_{\bar{X}}}
\]

\[
    z_U = \frac{\bar{X}_U - \mu}{\sigma_{\bar{X}}}
\]
where \( z_L = -z \) and \( z_U = +z \). Therefore, the lower value of \( \bar{X} \) is

\[
\bar{X}_L = \mu - z \sigma_{\bar{X}}
\]

and the upper value of \( \bar{X} \) is

\[
\bar{X}_U = \mu + z \sigma_{\bar{X}}
\]

Note that \( \mu \) is estimated by \( \bar{X} \). The confidence interval is given by

\[
\bar{X} \pm z \sigma_{\bar{X}}
\]

We can now set a 95% confidence interval around the sample mean of €182. As a first step, we compute the standard error of the mean:

\[
\sigma_{\bar{X}} = \frac{\sigma}{\sqrt{n}} = \frac{55}{\sqrt{300}} = 3.18
\]

From Table 2 in the Appendix of Statistical Tables, it can be seen that the central 95% of the normal distribution lies within ±1.96 \( z \) values. The 95% confidence interval is given by

\[
\bar{X} \pm 1.96 \sigma_{\bar{X}}
\]

\[
= 182.00 \pm 1.96 (3.18)
\]

\[
= 182.00 \pm 6.23
\]

Thus, the 95% confidence interval ranges from €175.77 to €188.23. The probability of finding the true population mean to be within €175.77 and €188.23 is 95%.

### Sample size determination: means

The approach used here to construct a confidence interval can be adapted to determine the sample size that will result in a desired confidence interval. Suppose that the researcher wants to estimate the monthly household savings investment more precisely so that the estimate will be within ±€5.00 of the true population value. What should be the size of the sample? The following steps, summarised in Table 15.2, will lead to an answer.

1. Specify the level of precision. This is the maximum permissible difference \( (D) \) between the sample mean and the population mean. In our example, \( D = ±€5.00 \).
2. Specify the level of confidence. Suppose that a 95% confidence level is desired.
3. Determine the \( z \) value associated with the confidence level using Table 2 in the Appendix of Statistical Tables. For a 95% confidence level, the probability that the population mean will fall outside one end of the interval is 0.025 (0.05/2). The associated \( z \) value is 1.96.
4. Determine the standard deviation of the population. This may be known from secondary sources. If not, it might be estimated by conducting a pilot study. Alternatively, it might be estimated on the basis of the researcher’s judgement. For example, the range of a normally distributed variable is approximately equal to ±3 standard deviations, and one can thus estimate the standard deviation by dividing the range by 6. The researcher can often estimate the range based on knowledge of the phenomenon.
5. Determine the sample size using the formula for the standard error of the mean.

\[
z = \frac{\bar{X} - \mu}{\sigma_{\bar{X}}}
\]

\[
= \frac{D}{\sigma_{\bar{X}}}
\]
In our example,

\[ n = \frac{55^2(1.96)^2}{5^2} \]

\[ = 464.83 \]

\[ = 465 \text{ (rounded to the next highest integer)} \]

It can be seen from the formula for sample size that sample size increases with an increase in the population variability, the degree of confidence, and the precision level required of the estimate.

6 If the resulting sample size represents 10% or more of the population, the finite population correction (fpc) should be applied. The required sample size should then be calculated from the formula

\[ n_c = \frac{nN}{N + n - 1} \]

where

\( n = \) sample size without fpc

\( n_c = \) sample size with fpc

7 If the population standard deviation, \( \sigma \), is unknown and an estimate is used, it should be re-estimated once the sample has been drawn. The sample standard deviation, \( s \), is used as an estimate of \( \sigma \). A revised confidence interval should then be calculated to determine the precision level actually obtained.

Suppose that the value of 55.00 used for \( \sigma \) was an estimate because the true value was unknown. A sample of \( n = 465 \) is drawn, and these observations generate a mean \( \bar{X} \) of 180.00 and a sample standard deviation \( s \) of 50.00. The revised confidence interval is then

\[ \bar{X} \pm zs = 180.00 \pm 1.96 \times \frac{50.0}{\sqrt{465}} \]

\[ = 180.00 \pm 4.55 \]

or 175.45 \( \leq \mu \leq 184.55 \). Note that the confidence interval obtained is narrower than planned, because the population standard deviation was overestimated, as judged by the sample standard deviation.

8 In some cases, precision is specified in relative rather than absolute terms. In other words, it may be specified that the estimate be within plus or minus \( R \) percentage points of the mean. Symbolically,

\[ D = R\mu \]
In these cases, the sample size may be determined by

\[ n = \frac{\sigma^2 \times z^2}{D^2} = \frac{C^2 \times z^2}{R^2} \]

where the coefficient of variation \( C = \sigma/\mu \) would have to be estimated.

The population size, \( N \), does not directly affect the size of the sample, except when the finite population correction factor has to be applied. Although this may be counter-intuitive, upon reflection it makes sense. For example, if all the population elements are identical on the characteristics of interest, then a sample size of one will be sufficient to estimate the mean perfectly. This is true whether there are 50, 500, 5,000 or 50,000 elements in the population. What directly affects the sample size is the variability of the characteristic in the population. This variability enters into the sample size calculation by way of population variance \( \sigma^2 \) or sample variance \( s^2 \).

**Sample size determination: proportions**

If the statistic of interest is a proportion rather than a mean, the approach to sample size determination is similar. Suppose that the researcher is interested in estimating the proportion of households possessing a debit card. The following steps should be followed:

1. Specify the level of precision. Suppose that the desired precision is such that the allowable interval is set as \( D = p - \pi = \pm 0.05 \).
2. Specify the level of confidence. Suppose that a 95% confidence level is desired.
3. Determine the \( z \) value associated with the confidence level. As explained in the case of estimating the mean, this will be \( z = 1.96 \).
4. Estimate the population proportion \( \pi \). As explained earlier, the population proportion may be estimated from secondary sources, or from a pilot study, or may be based on the judgement of the researcher. Suppose that based on secondary data the researcher estimates that 64% of the households in the target population possess a debit card. Hence, \( \pi = 0.64 \).
5. Determine the sample size using the formula for the standard error of the proportion.

\[ \sigma_p = \frac{p - \pi}{z} = \frac{D}{z} = \frac{\sqrt{\pi(1-\pi)}}{n} \]

or

\[ n = \frac{\pi(1-\pi)z^2}{D^2} \]

In our example,

\[ n = \frac{0.64(1-0.64)(1.96)^2}{(0.05)^2} = 354.04 = 355 \text{ (rounded to the next highest integer)} \]
6 If the resulting sample size represents 10% or more of the population, the finite population correction (fpc) should be applied. The required sample size should then be calculated from the formula

\[ n_c = \frac{nN}{N + n - 1} \]

where

- \( n \) = sample size without fpc
- \( n_c \) = sample size with fpc

7 If the estimate of \( \pi \) turns out to be poor, the confidence interval will be more or less precise than desired. Suppose that after the sample has been taken, the proportion \( p \) is calculated to have a value of 0.55. The confidence interval is then re-estimated by employing \( s_p \) to estimate the unknown \( \sigma_p \) as

\[ p \pm z s_p \]

where

\[ s_p = \sqrt{\frac{p(1-p)}{n}} \]

In our example

\[ s_p = \sqrt{\frac{0.55(1-0.55)}{355}} = 0.0264 \]

The confidence interval, then, is

\[ 0.55 \pm 1.96(0.0264) = 0.55 \pm 0.052 \]

which is wider than that specified. This is because the sample standard deviation based on \( p = 0.55 \) was larger than the estimate of the population standard deviation based on \( \pi = 0.64 \).

If a wider interval than specified is unacceptable, the sample size can be determined to reflect the maximum possible variation in the population. This occurs when the product is the greatest, which happens when \( \pi \) is set at 0.5. This result can also be seen intuitively. Since one half of the population has one value of the characteristic and the other half the other value, more evidence would be required to obtain a valid inference than if the situation was more clear cut and the majority had one particular value. In our example, this leads to a sample size of

\[ n = \frac{0.5(0.5)(1.96)^2}{(0.05)^2} = 384.16 \]

\[ = 385 \text{ (rounded to the next higher integer)} \]

8 Sometimes, precision is specified in relative rather than absolute terms. In other words, it may be specified that the estimate be within plus or minus \( R \) percentage points of the population proportion. Symbolically,

\[ D = R\pi \]

In such a case, the sample size may be determined by

\[ n = \frac{z^2(1-\pi)}{R^2\pi} \]
In the preceding examples, we focused on the estimation of a single parameter. In most marketing research projects, several characteristics, not just one, are of interest. The researcher is required to estimate several parameters, not just one. The calculation of sample size in these cases should be based on a consideration of all the parameters that must be estimated.

For example, suppose that in addition to the mean household spend at a supermarket, it was decided to estimate the mean household spend on clothes and on gifts. The sample sizes needed to estimate each of the three mean monthly expenses are given in Table 15.3 and are 465 for supermarket shopping, 246 for clothes and 217 for gifts. If all three variables were equally important, the most conservative approach would be to select the largest value of $n = 465$ to determine the sample size. This will lead to each variable being estimated at least as precisely as specified. If the researcher was most concerned with the mean household monthly expense on clothes, however, a sample size of $n = 246$ could be selected.

| Table 15.2 | Summary of sample size determination for means and proportions |
|---|---|---|
| **Steps** | **Means** | **Proportions** |
| 1 Specify the level of precision. | $D = \pm 5.00$ | $D = p - \pi = \pm 0.05$ |
| 2 Specify the confidence level (CL). | $z$ value is 1.96 | $z$ value is 1.96 |
| 3 Determine the $z$ value associated with the CL. | Estimate $\sigma$: $\sigma = 55$ | Estimate $\pi$: $\pi = 0.64$ |
| 4 Determine the standard deviation of the population. | $n = \frac{\sigma^2 z^2}{D^2}$ | $n = \frac{\pi(1-\pi)z^2}{D^2}$ |
|  | $n = \frac{55^2(1.96)^2}{5^2}$ | $n = \frac{0.64(1-0.64)(1.96)^2}{(0.05)^2}$ |
|  | $n = 465$ | $n = 355$ |
| 5 Determine the sample size using the formula for the standard error. | $n = \frac{nN}{N + n - 1}$ | $n = \frac{nN}{N + n - 1}$ |
| 6 If the sample size represents 10% of the population, apply the finite population correction (fpc). | $D = R\mu$ | $D = R\pi$ |
| 7 If necessary, re-estimate the confidence interval by employing $s$ to estimate $\sigma$. | | |
| 8 If precision is specified in relative rather than absolute terms, determine the sample size by substituting for $D$. | $n = \frac{C^2 s^2}{R^2}$ | $n = \frac{z^2(1-\pi)}{R^2\pi}$ |

Multiple characteristics and parameters

In the preceding examples, we focused on the estimation of a single parameter. In most marketing research projects, several characteristics, not just one, are of interest. The researcher is required to estimate several parameters, not just one. The calculation of sample size in these cases should be based on a consideration of all the parameters that must be estimated.

For example, suppose that in addition to the mean household spend at a supermarket, it was decided to estimate the mean household spend on clothes and on gifts. The sample sizes needed to estimate each of the three mean monthly expenses are given in Table 15.3 and are 465 for supermarket shopping, 246 for clothes and 217 for gifts. If all three variables were equally important, the most conservative approach would be to select the largest value of $n = 465$ to determine the sample size. This will lead to each variable being estimated at least as precisely as specified. If the researcher was most concerned with the mean household monthly expense on clothes, however, a sample size of $n = 246$ could be selected.

| Table 15.3 | Sample size for estimating multiple parameters |
|---|---|---|
| **Variable** | **Supermarket** | **Clothes** | **Gifts** |
| **Monthly household spend on** | 95% | 95% | 95% |
| **Confidence level** | 1.96 | 1.96 | 1.96 |
| **$z$ value** | €5 | €5 | €4 |
| **Precision level ($D$)** | €55 | €40 | €30 |
| **Standard deviation of the population ($\sigma$)** | 465 | 246 | 217 |
Other probability sampling techniques

So far, the discussion of sample size determination has been based on the methods of traditional statistical inference and has assumed simple random sampling. Next, we discuss the determination of sample size when other sampling techniques are used. The determination of sample size for other probability sampling techniques is based on the same underlying principles. The researcher must specify the level of precision and the degree of confidence and estimate the sampling distribution of the test statistic.

In simple random sampling, cost does not enter directly into the calculation of sample size. In the case of stratified or cluster sampling, however, cost has an important influence. The cost per observation varies by strata or cluster, and the researcher needs some initial estimates of these costs. In addition, the researcher must take into account within-strata variability or within- and between-cluster variability. Once the overall sample size is determined, the sample is apportioned among strata or clusters. This increases the complexity of the sample size formulae. The interested reader is referred to standard works on sampling theory for more information.

In general, to provide the same reliability as simple random sampling, sample sizes are the same for systematic sampling, smaller for stratified sampling, and larger for cluster sampling.

Adjusting the statistically determined sample size

The sample size determined statistically represents the final or net sample size that must be achieved to ensure that the parameters are estimated with the desired degree of precision and the given level of confidence. In surveys, this represents the number of interviews that must be completed. To achieve this final sample size, a much greater number of potential respondents have to be contacted. In other words, the initial sample size has to be much larger because typically the incidence rates and completion rates are less than 100%.

Incidence rate refers to the rate of occurrence or the percentage of persons eligible to participate in the study. Incidence rate determines how many contacts need to be screened for a given sample size requirement. For example, suppose that a study of book purchasing targets a sample of female heads of households aged 25 to 55. Of the women between the ages of 20 and 60 who might reasonably be approached to see if they qualify, approximately 75% are heads of households aged 25 to 55. This means that, on average, 1.33 women would be approached to obtain one qualified respondent. Additional criteria for qualifying respondents (for example, product usage behaviour) will further increase the number of contacts. Suppose that an added eligibility requirement is that the women should have bought a book during the last two months. It is estimated that 60% of the women contacted would meet this criterion. Then the incidence rate is $0.75 \times 0.6 = 0.45$. Thus the final sample size will have to be increased by a factor of $1/0.45$ or 2.22.

Similarly, the determination of sample size must take into account anticipated refusals by people who qualify. The completion rate denotes the percentage of qualified respondents who complete the interview. If, for example, the researcher expects an interview completion rate of 80% of eligible respondents, the number of contacts should be increased by a factor of 1.25. The incidence rate and the completion rate together imply that the number of potential respondents contacted – that is, the initial sample size – should be $2.22 \times 1.25$ or 2.77 times the sample size required.
general, if there are \( c \) qualifying factors with an incidence of \( Q_1 \times Q_2 \times Q_3 \times \ldots \times Q_c \) each expressed as a proportion, the following are true:

\[
\text{Incidence rate} = Q_1 \times Q_2 \times Q_3 \times \ldots \times Q_c
\]

\[
\text{Initial sample size} = \frac{\text{final sample size}}{\text{incidence rate} \times \text{completion rate}}
\]

Non-response issues in sampling

The two major non-response issues in sampling are improving response rates and adjusting for non-response. Non-response error arises when some of the potential respondents included in the sample do not respond (see Chapter 3). This is one of the most significant problems in survey research. Non-respondents may differ from respondents in terms of demographic, psychographic, personality, attitudinal, motivational and behavioural variables. Evaluating these differences was detailed in Chapter 14 in the process of sample validation. For a given study, if the non-respondents differ from the respondents on the characteristics of interest, the sample estimates can be seriously biased. Higher response rates, in general, imply lower rates of non-response bias, yet response rate may not be an adequate indicator of non-response bias. Response rates themselves do not indicate whether the respondents are representative of the original sample. Increasing the response rate may not reduce non-response bias if the additional respondents are no different from those who have already responded but do differ from those who still do not respond. As low response rates increase the probability of non-response bias, an attempt should be made to improve the response rate. This is not an issue that should be considered after a survey approach has been decided and a questionnaire designed. Factors that improve response rates are integral to survey and questionnaire design. As detailed in Chapter 13, the marketing researcher should build up an awareness of what motivates their target respondents to participate in a research study. They should ask themselves what their target respondents get in return for spending time and effort, answering set questions in a full and honest manner. The following section details the techniques involved in improving response rates and adjusting for non-response.

Improving the response rates

The primary causes of low response rates are refusals and not-at-homes, as shown in Figure 15.2.
**Refusals.** Refusals, which result from the unwillingness or inability of people included in the sample to participate, result in lower response rates and increased potential for non-response bias. Given the potential differences between respondents and non-respondents, researchers should attempt to lower refusal rates. This can be done by prior notification, incentives, good questionnaire design and administration, follow-up, and other facilitators.

- **Prior notification.** In prior notification, potential respondents are telephoned, sent a letter or email notifying them of the imminent mail, telephone personal or Internet survey. Prior notification increases response rates, as the respondent’s attention is drawn to the purpose of a study and the potential benefits, without the apparent ‘chore’ of the questionnaire. With the potential respondent’s attention focused upon the purpose and benefits, the chances increase for a greater reception when approached to actually complete a survey.12

- **Incentives.** Response rates can be increased by offering monetary as well as non-monetary incentives to potential respondents. Monetary incentives can be pre-paid or promised. The pre-paid incentive is included with the survey or questionnaire. The promised incentive is sent to only those respondents who complete the survey. The most commonly used non-monetary incentives are premiums and rewards, such as pens, pencils, books, and offers of survey results.13 Pre-paid incentives have been shown to increase response rates to a greater extent than promised incentives. The amount of incentive can vary from trivial amounts to tens of euros. The amount of incentive has a positive relationship with response rate, but the cost of large monetary incentives may outweigh the value and quality of additional information obtained.

- **Questionnaire design and administration.** A well-designed questionnaire can decrease the overall refusal rate as well as refusals to specific questions (see Chapter 13). If the questionnaire and experience of answering the questions are interesting for the respondent, using words and logic that are meaningful to them, the response rate can improve. Likewise, the skill used to administer the questionnaire in telephone and personal interviews can increase the response rate. Trained interviewers are skilled in refusal conversion or persuasion. They do not accept a no response without an additional plea. The additional plea might emphasise the brevity of the questionnaire or importance of the respondent’s opinion. Skilled interviewers can decrease refusals by about 7% on average. Interviewing procedures are discussed in more detail in Chapter 16.

- **Follow-up.** Follow-up, or contacting the non-respondents periodically after the initial contact, is particularly effective in decreasing refusals in mail and Internet surveys. The researcher might send a reminder to non-respondents to complete and return the questionnaire. Two or three mailings may be needed in addition to the original one. With proper follow-up, the response rate in mail surveys can be increased to 80% or more. Follow-ups can be done by postcard, letter, telephone, email or personal contacts.

- **Other facilitators.** Personalisation, or sending letters addressed to specific individuals, is effective in increasing response rates.14 The following example illustrates the procedure employed by *Bicycling* magazine to increase its response rate.15
**Bicycling magazine**'s procedure for increasing response to traditional mail surveys

*Bicycling* magazine conducts a semi-annual survey of individual bicycle dealers. The following procedure is used to increase the response to the survey:

1. An ‘alert’ letter is sent to advise the respondent that a questionnaire is coming.
2. A questionnaire package is posted five days after the ‘alert’ letter. The package contains a cover letter, a five-page questionnaire, a new $1 bill, and a stamped addressed envelope.
3. A second package containing a reminder letter, a questionnaire and a stamped return envelope is posted five days after the first package.
4. A follow-up postcard is sent a week after the second package.
5. A second follow-up postcard is sent a week after the first.

In a recent survey, 1,000 questionnaires were posted to bicycle dealers, and 68% of these were returned. This represents a good response rate in a mail survey.

**Not-at-homes.** The second major cause of low response rates is not-at-homes. In telephone and in-home personal interviews, low response rates can result if the potential respondents are not at home when contact is attempted. A study analysing 182 commercial telephone surveys involving a total sample of over one million consumers revealed that a large percentage of potential respondents were never contacted. The median non-contact rate was 40%. In nearly 40% of the surveys, only a single attempt was made to contact potential respondents. The results of 259,088 first-call attempts using a sophisticated random-digit dialling system show that less than 10% of the calls resulted in completed interviews, and 14.3% of those contacted refused to participate.

The likelihood that potential respondents will not be at home varies with several factors. People with small children are more likely to be at home. Consumers are more likely to be at home at weekends than on weekdays and in the evening as opposed to during the afternoon. Pre-notification and appointments increase the likelihood that the respondent will be at home when contact is attempted.

The percentage of not-at-homes can be substantially reduced by employing a series of call-backs, or periodic follow-up attempts to contact non-respondents. The decision about the number of call-backs should weigh the benefits of reducing non-response bias against the additional costs. As call-backs are completed, the call-back respondents should be compared with those who have already responded to determine the usefulness of making further call-backs. In most consumer surveys, three or four call-backs may be desirable. Although the first call yields the most responses, the second and third calls have higher response per call. It is important that call-backs be made and controlled according to a prescribed plan.

**Adjusting for non-response**

Low response rates increase the probability that non-response bias will be substantial. Response rates should always be reported, and whenever possible, the effects of non-response should be estimated. This can be done by linking the non-response rate to estimated differences between respondents and non-respondents. Information on differences between the two groups may be obtained from the sample itself. For example, differences found through call-backs could be extrapolated, or a concen-
trated follow-up could be conducted on a sub-sample of the non-respondents. Alternatively, it may be possible to estimate these differences from other sources.\textsuperscript{17} To illustrate, in a survey of owners of vacuum cleaners, demographic and other information may be obtained for respondents and non-respondents from their guarantee cards. For a mail panel, a wide variety of information is available for both groups from syndicate organisations. If the sample is supposed to be representative of the general population, then comparisons can be made with census figures. Even if it is not feasible to estimate the effects of non-response, some adjustments can still be made during data analysis and interpretation.\textsuperscript{18} The strategies available to adjust for non-response error include sub-sampling of non-respondents, replacement, substitution, subjective estimates, trend analysis, simple weighting and imputation.

**Sub-sampling of non-respondents.** Sub-sampling of non-respondents, particularly in the case of mail surveys, can be effective in adjusting for non-response bias. In this technique, the researcher contacts a sub-sample of the non-respondents, usually by means of telephone or personal interviews. This often results in a high response rate within that sub-sample. The values obtained for the sub-sample are then projected to all the non-respondents, and the survey results are adjusted to account for non-response. This method can estimate the effect of non-response on the characteristic of interest.

**Replacement.** In replacement, the non-respondents in the current survey are replaced with non-respondents from an earlier, similar survey. The researcher attempts to contact these non-respondents from the earlier survey and administer the current survey questionnaire to them, possibly by offering a suitable incentive. It is important that the nature of non-response in the current survey be similar to that of the earlier survey. The two surveys should use similar kinds of respondents, and the time interval between them should be short. As an example, as the GlobalCash survey is repeated two years later, the non-respondents in the present survey may be replaced by the non-respondents in the original survey.

**Substitution.** In substitution, the researcher substitutes for non-respondents other elements from the sampling frame who are expected to respond. The sampling frame is divided into subgroups that are internally homogeneous in terms of respondent characteristics but heterogeneous in terms of response rates. These subgroups are then used to identify substitutes who are similar to particular non-respondents but dissimilar to respondents already in the sample. Note that this approach would not reduce non-response bias if the substitutes are similar to respondents already in the sample.

**Subjective estimates.** When it is no longer feasible to increase the response rate by sub-sampling, replacement or substitution, it may be possible to arrive at subjective estimates of the nature and effect of non-response bias. This involves evaluating the likely effects of non-response based on experience and available information. For example, married adults with young children are more likely to be at home than single or divorced adults or than married adults with no children. This information provides a basis for evaluating the effects of non-response due to not-at-homes in personal or telephone surveys.

**Trend analysis.** Trend analysis is an attempt to discern a trend between early and late respondents. This trend is projected to non-respondents to estimate where they stand on the characteristic of interest. For example, Table 15.4 presents the results of several waves of a mail survey. The characteristic of interest is money spent on shop-
ping in supermarkets during the last two months. The known value of the characteristic for the total sample is given at the bottom of the table. The value for each successive wave of respondents becomes closer to the value for non-respondents. For example, those responding to the second mailing spent 79% of the amount spent by those who responded to the first mailing. Those responding to the third mailing spent 85% of the amount spent by those who responded to the second mailing. Continuing this trend, one might estimate that those who did not respond spent 91% \( [85 + (85 - 79)] \) of the amount spent by those who responded to the third mailing. This results in an estimate of €252 \((277 \times 0.91)\) spent by non-respondents and an estimate of €88 for the average amount spent in shopping at supermarkets during the last two months for the overall sample. Note that the actual amount spent by the respondents was €230 rather than the €252, and that the actual sample average was €275 rather than the €288 estimated by trend analysis. Although the trend estimates are wrong, the error is smaller than the error that would have resulted from ignoring the non-respondents. Had the non-respondents been ignored, the average amount spent would have been estimated at €335 for the sample.

### Weighting

A statistical procedure that attempts to account for non-response by assigning differential weights to the data depending on the response rates.

### Imputation

A method to adjust for non-response by assigning the characteristic of interest to the non-respondents based on the similarity of the variables available for both non-respondents and respondents.

<table>
<thead>
<tr>
<th>Description</th>
<th>Percentage response</th>
<th>Average euro expenditure</th>
<th>Percentage of previous wave’s response</th>
</tr>
</thead>
<tbody>
<tr>
<td>First mailing</td>
<td>12</td>
<td>412</td>
<td>–</td>
</tr>
<tr>
<td>Second mailing</td>
<td>18</td>
<td>325</td>
<td>79</td>
</tr>
<tr>
<td>Third mailing</td>
<td>13</td>
<td>277</td>
<td>85</td>
</tr>
<tr>
<td>Non-response</td>
<td>(57)</td>
<td>(230)</td>
<td>91</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>275</td>
<td></td>
</tr>
</tbody>
</table>

Table 15.4 Use of trend analysis in adjusting for non-response

Weighting. Weighting attempts to account for non-response by assigning differential weights to the data depending on the response rates. For example, in a survey on personal computers, the sample was stratified according to income. The response rates were 85%, 70% and 40%, respectively, for the high-, medium- and low-income groups. In analysing the data, these subgroups are assigned weights inversely proportional to their response rates. That is, the weights assigned would be 100/85, 100/70 and 100/40, respectively, for the high-, medium- and low-income groups. Although weighting can correct for the differential effects of non-response, it destroys the self-weighting nature of the sampling design and can introduce complications. Weighting is further discussed in Chapter 17 on data preparation.

Imputation. Imputation involves imputing, or assigning, the characteristic of interest to the non-respondents based on the similarity of the variables available for both non-respondents and respondents. For example, a respondent who does not report brand usage may be imputed based on the usage of a respondent with similar demographic characteristics. Often there is a high correlation between the characteristic of interest and some other variables. In such cases, this correlation can be used to predict the value of the characteristic for the non-respondents (see Chapter 14).
International marketing research

When conducting marketing research in foreign countries, statistical estimation of sample size may be difficult because estimates of the population variance may be unavailable. Hence, the sample size is often determined by qualitative considerations, as discussed in Chapter 14: (1) the importance of the decision, (2) the nature of the research, (3) the number of variables, (4) the nature of the analysis, (5) sample sizes used in similar studies, (6) incidence rates, (7) completion rates, and (8) resource constraints. If statistical estimation of sample size is at all attempted, it should be realised that the estimates of the population variance may vary from country to country. For example, in measuring consumer preferences, a greater degree of heterogeneity may be encountered in countries where consumer preferences are not well developed. Thus, it may be a mistake to assume that the population variance is the same or to use the same sample size in different countries.

Example

The Chinese take to the sky

The airline industry seems to have a strong and promising market potential in China. The airline market in China is growing rapidly. With billions of euros spent, China is trying to satisfy surging demand and to catch up with the rest of the world. The domestic airline traffic is growing at a rate of up to 30% a year. Strong economic growth, surging foreign trade, and a revival in tourism as the memory of the massacre in Tiananmen Square recedes, have helped to fuel the boom. China is making rapid progress in increasing its fleet and training pilots. For millions of Chinese, air travel is a relatively new experience and many more millions have never flown. Hence, Chinese preferences for air travel are likely to exhibit much more variability compared with Europeans. In a survey to compare attitudes towards air travel in China and European countries, the sample size of the Chinese survey would have to be larger than the European survey in order for the two survey estimates to have comparable precision.

Ethics in marketing research

As discussed in this chapter, statistical methods can be used to determine the sample size and, therefore, have an impact on the cost of the project. While this is usually an objective way of determining the sample size, it is, nonetheless, susceptible to fraud. The sample size is heavily dependent on the standard deviation of the variable and there is no way of knowing the standard deviation until the data have been collected. To resolve this paradox, the computation of the sample size must be performed using an estimate of the standard deviation. This estimate is derived based on secondary data, judgement or a small pilot study. By inflating the standard deviation, it is possible to increase the sample size and thus the project revenue. Using the sample size formula, it can be seen that increasing the standard deviation by 20%, for example, will increase the sample size by 44%. But this is clearly unethical.

Ethical dilemmas can arise even when the standard deviation is estimated honestly. It is possible, indeed common, that the standard deviation in the actual study is different from that estimated initially. When the standard deviation is larger than initially estimated, the confidence interval will also be larger than desired. When such a situation arises, the researcher has the responsibility to disclose this to the client and jointly decide on a course of action. The ethical ramifications of miscommunicating the confidence intervals of survey estimates based on statistical samples are underscored in political polling.
The statistical approaches to determining sample size are based on confidence intervals. These approaches may involve the estimation of the mean or proportion. When estimating the mean, determination of sample size using the confidence interval approach requires the specification of precision level, confidence level and population standard deviation. In the case of proportion, the precision level, confidence level and an estimate of the population proportion must be specified. The sample size determined statistically represents the final or net sample size that must be achieved. To achieve this final sample size, a much greater number of potential respondents have to serve up elections

The dissemination of some survey results has been strongly criticised as manipulative and unethical. In particular, the ethics of releasing political poll results before and during the election have been questioned. Opponents of such surveys claim that voters are misled by these results. First, before the election, voters are influenced by whom the polls predict will win. If they see that the candidate they favour is trailing, they may decide not to vote; they assume that there is no way their candidate can win. The attempt to predict the election results while the election is in progress has come under even harsher criticism. Opponents of this practice feel that this predisposes voters to vote for the projected winner or that it may even discourage voters from voting, even though the polls have not closed, because the media projects that there is already a winner. Furthermore, not only are the effects of these projections questionable, but frequently the accuracy of the projections is questionable as well. Although voters may be told a candidate has a certain percentage of the votes within ± 1 per cent, the confidence interval may be much larger, depending on the sample size.

Researchers also have the ethical responsibility to investigate the possibility of non-response bias, and make reasonable effort to adjust for non-response. The methodology adopted and the extent of non-response bias found should be clearly communicated.

Internet and computer applications

The main use of the Internet in sample size calculations is to track down potential sampling frames that could be used to define and classify a population. With different sampling frames collected and ‘cleaned’ in a database package, the ultimate population size can be determined. If there is a finite size to a population, the Internet can play a vital role in tracking down all elements of that population.

Using database packages to record the identity of survey respondents, the researcher can keep track of non-respondents. The database can help to determine whether there are particular geographical locations or types of non-respondent that are problematic. The rapid identification of non-respondents enables researchers to develop tactics to encourage a response.

Microcomputers and mainframes can determine the sample size for various sampling techniques. For simple applications, appropriate sample size formulas can be entered using spreadsheet programs. The researcher specifies the desired precision level, confidence level and population variance and the program determines the appropriate sample size for the study. By incorporating the cost of each sampling unit, the sample size can be adjusted based upon budget considerations.

Summary

The statistical approaches to determining sample size are based on confidence intervals. These approaches may involve the estimation of the mean or proportion. When estimating the mean, determination of sample size using the confidence interval approach requires the specification of precision level, confidence level and population standard deviation. In the case of proportion, the precision level, confidence level and an estimate of the population proportion must be specified. The sample size determined statistically represents the final or net sample size that must be achieved. To achieve this final sample size, a much greater number of potential respondents have to.
be contacted to account for reduction in response due to incidence rates and completion rates.

Non-response error arises when some of the potential respondents included in the sample do not respond. The primary causes of low response rates are refusals and not-at-homes. Refusal rates may be reduced by prior notification, incentives, proper questionnaire design and administration, and follow-up. The percentage of not-at-homes can be substantially reduced by call-backs. Adjustments for non-response can be made by sub-sampling non-respondents, replacement, substitution, subjective estimates, trend analysis, simple weighting and imputation.

The statistical estimation of sample size is even more complicated in international marketing research because the population variance may differ from one country to the next. The preliminary estimation of population variance for the purpose of determining the sample size also has ethical ramifications.

Questions

1 Define:
   (a) the sampling distribution,
   (b) finite population correction,
   (c) confidence intervals.

2 What is the standard error of the mean?

3 What is the procedure for constructing a confidence interval around a mean?

4 Describe the difference between absolute precision and relative precision when estimating a population mean.

5 How do the degree of confidence and the degree of precision differ?

6 Describe the procedure for determining the sample size necessary to estimate a population mean, given the degree of precision and confidence and a known population variance. After the sample is selected, how is the confidence interval generated?

7 Describe the procedure for determining the sample size necessary to estimate a population mean, given the degree of precision and confidence but where the population variance is unknown. After the sample is selected, how is the confidence interval generated?

8 How is the sample size affected when the absolute precision with which a population mean is estimated is doubled?

9 How is the sample size affected when the degree of confidence with which a population mean is estimated is increased from 95% to 99%?

10 Define what is meant by absolute precision and relative precision when estimating a population proportion.

11 Describe the procedure for determining the sample size necessary to estimate a population proportion given the degree of precision and confidence. After the sample is selected, how is the confidence interval generated?

12 How can the researcher ensure that the generated confidence interval will be no larger than the desired interval when estimating a population proportion?

13 When several parameters are being estimated, what is the procedure for determining the sample size?

14 Define incidence rate and completion rate. How do these rates affect the determination of the final sample size?

15 What strategies are available for adjusting for non-response?
Appendix: The normal distribution

In this appendix, we provide a brief overview of the normal distribution and the use of the normal distribution table. The normal distribution is used in calculating the sample size, and it serves as the basis for classical statistical inference. Many continuous phenomena follow the normal distribution or can be approximated by it. The normal distribution can, likewise, be used to approximate many discrete probability distributions.  

The normal distribution has some important theoretical properties. It is bell-shaped and symmetrical in appearance. Its measures of central tendency (mean, median, and mode) are all identical. Its associated random variable has an infinite range \((-\infty < x < +\infty)\).

The normal distribution is defined by the population mean \(\mu\) and population standard deviation \(\sigma\). Since an infinite number of combinations of \(\mu\) and \(\sigma\) exist, an infinite number of normal distributions exist and an infinite number of tables would be required. By standardising the data, however, we need only one table, such as Table 2 in the Appendix of Statistical Tables. Any normal random variable \(X\) can be converted to a standardised normal random variable \(z\) by the formula

\[
  z = \frac{X - \mu}{\sigma}
\]

Note that the random variable \(z\) is always normally distributed with a mean of 0 and a standard deviation of 1. The normal probability tables are generally used for two purposes: (1) finding probabilities corresponding to known values of \(X\) or \(z\), and (2) finding values of \(X\) or \(z\) corresponding to known probabilities. Each of these uses is discussed.

Finding probabilities corresponding to known values

Suppose that Figure 15A.1 represents the distribution of the number of engineering contracts received per year by an engineering firm. Because the data span the entire history of the firm, Figure 15A.1 represents the population. Therefore, the probabilities or proportion of area under the curve must add up to 1.0. The Marketing Director wishes to determine the probability that the number of contracts received next year will be between 50 and 55. The answer can be determined by using Table 2 of the Appendix of Statistical Tables.

Table 2 gives the probability or area under the standardised normal curve from the mean (zero) to the standardised value of interest, \(z\). Only positive entries of \(z\) are listed in the table. For a symmetrical distribution with zero mean, the area from the

\[
\begin{align*}
\text{Area is} & \ 0.3413 \\
\text{Area between} & \ \mu \text{ and} \ \mu + 1\sigma = 0.3431 \\
\text{Area between} & \ \mu \text{ and} \ \mu + 2\sigma = 0.4772 \\
\text{Area between} & \ \mu \text{ and} \ \mu + 3\sigma = 0.4986
\end{align*}
\]

Figure 15A.1
Finding probability corresponding to a known value
mean to $+z$ (i.e. $z$ standard deviations above the mean) is identical to the area from the mean to $-z$ ($z$ standard deviations below the mean).

Note that the difference between 50 and 55 corresponds to a $z$ value of 1.00. Note that, to use Table 2, all $z$ values must be recorded to two decimal places. To read the probability or area under the curve from the mean to $z = +1.00$, scan down the $z$ column of Table 2 until the $z$ value of interest (in tenths) is located. In this case, stop in the row $z = 1.00$. Then read across this row until you intersect the column containing the hundredths place of the $z$ value. Thus, in Table 2, the tabulated probability for $z = 1.00$ corresponds to the intersection of the row $z = 1.0$ with the column $z = 0.00$. This probability is 0.3413. As shown in Figure 15A.1, the probability is 0.3413 that the number of contracts received by the firm next year will be between 50 and 55. It can also be concluded that the probability is 0.6826 ($2 \times 0.3413$) that the number of contracts received next year will be between 45 and 55.

This result could be generalised to show that for any normal distribution the probability is 0.6826 that a randomly selected item will fall within ±1 standard deviation above or below the mean. Also, it can be verified from Table 2 that there is a 0.9544 probability that any randomly selected normally distributed observation will fall within ±2 standard deviations above or below the mean, and a 0.9973 probability that the observation will fall within ±3 standard deviations above or below the mean.

**Finding values corresponding to known properties values**

Suppose that the Marketing Director wishes to determine how many contracts must come in so that 5% of the contracts for the year have come in. If 5% of the contracts have come in, 95% of the contracts have yet to come. As shown in Figure 15A.2, this 95% can be broken down into two parts: contracts above the mean (i.e. 50%) and contracts between the mean and the desired $z$ value (i.e. 45%). The desired $z$ value can be determined from Table 2, since the area under the normal curve from the standardised mean, 0, to this $z$ must be 0.4500. From Table 2, we search for the area or probability 0.4500. The closest value is 0.4495 or 0.4505. For 0.4495, we see that the $z$ value corresponding to the particular $z$ row (1.6) and $z$ column (0.04) is 1.64. The $z$ value, however, must be recorded as negative (i.e. $z = -1.64$), since it is below the standardised mean of 0. Similarly, the $z$ value corresponding to the area of 0.4505 is $-1.65$. Since 0.4500 is midway between 0.4495 and 0.4505, the appropriate $z$ value could be midway between the two $z$ values and estimated as $-1.645$. The corresponding $X$ value can then be calculated from the standardisation formula, as follows:

\[ X = \mu + z\sigma \]

\[ = 50 + (-1.645)5 \]

\[ = 41.775 \]
Suppose that the Marketing Director wanted to determine the interval in which 95% of the contracts for next year are expected to lie. As can be seen from Figure 15A.3, the corresponding $z$ values are ±1.96. This corresponds to $X$ values of 50 ± (1.96)5, or 40.2 and 59.8. This range represents the 95% confidence interval.
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