Financial Econometrics Stationarity and Unit Roots Tests

Chapter 4

Stationarity and Unit Roots Tests

4.1 Introduction

Many financial time series, like exchange rate levels of stock prices appear to be
non-stationary. New statistical issues arises when analyzing non-stationary data.
Unit root tests are used to detect the presence and form of non-stationarity.

This chapter reviews main concepts of non-stationarity of time series and pro-
vides a description of some tests for time series stationarity. More information
about such tests can be found in Hamilton (1994), Fuller (1996), Enders (2004),
Harris (1995), Verbeek (2008).

There are two principal methods of detecting nonstationarity:

e Visual inspection of the time series graph and its correlogram;
e Formal statistical tests of unit roots.

We will start with formal testing procedures first.

A nonstationaty time series is called integrated if it can be transformed by
first differencing once or a very few times into a stationary process. The order of
integration is the minimum number of of times the series needs to be first differenced
to yield a stationary series. An integrated of order 1 time series is denoted by I(1).
A stationary time series is said to be integrated of order zero, I(0).

4.2 Unit Roots tests

Let us consider a time series Y; in the form

Y, =a+8Y, 1+
Uy = pUy_1 + &4 (4.2.1)

Download free eBooks at bookboon.com

69


http://bookboon.com/

Financial Econometrics Stationarity and Unit Roots Tests

Unit root tests are based on testing the null hypothesis that Hy: p = 1 against
the alternative Hy: p < 1. They are called unit root tests because under the null
hypothesis the characteristic polynomial has a root equal to unity. On the other
hand, stationarity tests take the null hypothesis that Y; is trend stationary.

4.2.1 Dickey-Fuller test

One commonly used test for unit roots is the Dickey-Fuller test. In its simplest form
it considers a AR(1) process
Yi=pYi1+uw

where u; is an IID sequence of random variables. We want to test
Hy:p=1vs. Hi: p<1.

Under the null hypothesis Y; is non-stationary (random walk without drift). Under
the alternative hypothesis, Y; is a stationary AR(1) process.

Due to non-stationarity of Y; under the null, the standard t-statistic does not
follow t distribution, not even asymptotically. To test the null hypothesis, it is

possible to use
p—1

s.e(p)
Critical values, however, have to be taken from the appropriate distribution, which

DF =

is under the null hypothesis of non-stationarity is nonstandard. The asymptotic
critical values of DF based on computer simulations are given in Fuller (1996).

The above test is based on the assumption that the error terms are iid and
there is no drift (intercept term) in the model. The limiting distribution will be
wrong if these assumptions are false.

More general form of the Dickey-Fuller test employs other variants of the time
series process. Consider the following three models for the data generating process
of Y;:

}/t = p}/t_l + Uy (422)
Y,=pY, 1 +a+u (4.2.3)
Yi=pYi1+a+ pBt+u (4.2.4)

with u; being iid process.

Dickey and Fuller (1979) derive a limiting distribution for the least squares
t-statistic for the null hypothesis that p = 1 and F-statistic (Wald statistic) for the
null hypotheses of validity of combinations of linear restrictions p = 0, a = 0 and
f = 0 where the estimated models are from (4.2.2) to (4.2.4) but in each case that
(4.2.2) is the true data generating process.
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4.2.2 Augmented Dickey-Fuller test

Dickey and Fuller (1981) show that the limiting distributions and critical values
that they obtain under the assumption of iid u; process are also valid when w; is
autoregressive, when augmented Dickey-Fuller (ADF) regression is run. Assume the
data are generated according to (4.2.2) with p = 1 and that

Uy = 91ut_1 + qut_g + ...+ qut—p + &t (425)
where ¢, are iid. Consider the regression
AY; = oY1 +a+ Bt +uy

and test Hy: ¢ = 0 versus Hy: ¢ < 0. Given the equation for u; in (4.2.5) we can
write
AY; ¢th 1+a+5t—|—91ut 1+02ut2+ +9utp+5t

Since under p = 1 we have u; = Y; — Y;_1, this equation can be rewritten as
AY, =Y, 1 +a+ Pt +0,AY, 1 + 0AY, o+ ...+ 0, + 4. (4.2.6)

Said and Dickey (1984) provide a generalization of this result for ARM A(p, q) error

terms.
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Procedure Before using the ADF test we have to decide how many lags of
AY to include in the regression. This can be done by sequentially adding lags and
testing for serial correlation using Lagrange multiplier tests to archive a white noise
residuals.

Use F-test to test the null (3, p) = (0, 1) against the alternative (5, p) # (0, 1).
If the null is rejected we know that

either IB#O] or [ﬁ_ol or [ﬂ#ol
p=1 p#1 p#1
and the next step is to test p = 1 using the t-statistic obtained from the estimating
the augmented version of (4.2.4), with the critical values taken from the standard
normal tables. Critical values from the standard normal are appropriate when 3 is
non-zero, so that if the null hypothesis is not rejected we can rule out the second
and third cases (if § is zero the critical values are non-standard, but will be smaller
than the standard normal ones). Thus, if p = 1 is accepted we conclude that 5 # 0
and p = 1, so that series has a unit root and a linear trend.

If we reject the null then the first alternative can be dismissed. This leaves the

following two alternatives

either [ﬁ:()] or [67&0]
p#1 p#1
In either case p is not 1, there is no unit root and conventional test procedures can
be used. Thus we may carry out a t test for the null that 5 = 0.

If we cannot reject (3, p) = (0, 1) we know that the series has a unit root with
no trend but with possible drift. To support the conclusion that p = 1 we may test
this, given 3 is assumed to be zero.

If we wish to establish whether the series has non-zero drift, further tests will

be required. Note that we know (/3,p) = (0,1), and so we might carry out the F
test. This tests

Hy: (o, 8,p) = (0,0,1) vs. (o, B, p) # (0,0, 1).

If we cannot reject the null hypothesis, the series is random walk without drift. If
we reject it, the series is a random walk with drift.

We may wish to support these findings on the basis of estimating (4.2.3) by
setting (3 at zero as suggested by the various previous tests. If § is actually zero then

tests on o and p should have greater power once this this restriction is imposed.
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4.2.3 Phillips and Perron tests

The statistics proposed by Phillips and Perron (1988) (Z statistics) arise from their
considerations of the limiting distributions of the various Dickey-Fuller statistics
when the assumption that u; is an iid process is relaxed.

The test regression in the Phillips-Perron test is

AY; = oY1 +a+ Bt +uy

where u; is a stationary process (which also may be heteroscedastic). The PP
tests correct for any serial correlation and heteroscedasticity in the errors ut of the
test regression by directly modifying the test statistics. These modified statistics,
denoted Z; and Zy, are given by

52\ 2 1 (22— 62 Ts.e(p)
Zt - =~ t¢:0 - = = ~9
A2 2 A2 a

2010~ (225 (- )

The terms 6% and A2 are consistent estimates of the variance parameters

T
6% = lim T_ltzlE [u]]
T
2 : -1¢Q2
) _TIEI;Ot:1E[T S7]

T
where Sp = > uy.
=1

In the [ickey—Fuller specification we can use the critical values given by Dickey
and Fuller for the various statistics if u; is an iid and we should use Phillips-Perron’s
counterparts if it is not iid.

An indication as to whether the Z statistic should be used in addition to (or
instead of) the ADF tests might be obtained in the diagnostic statistics from the DF
and ADF regressions. If normality, autocorrelation or heterogeneity statistics are
significant, one might adopt the Phillips-Perron approach. Furthermore, power may
be adversely affected by misspecifying the lag length in the augmented Dickey-Fuller
regression, although it is unclear how far this problem is mitigated by choosing the
number of lags using data-based criteria, and the Z-tests have the advantage that
this choice does not have to be made. Against this, one should avoid the use of the
7 test if the presence of negative moving average components is somehow suspected
in the disturbances.
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Under the null hypothesis that ¢ = 0, the PP Z; and Z, statistics have the
same asymptotic distributions as the ADF t-statistic and normalized bias statistics.
One advantage of the PP tests over the ADF tests is that the PP tests are robust to
general forms of heteroskedasticity in the error term wu;. Another advantage is that

the user does not have to specify a lag length for the test regression.

4.3 Stationarity tests

The ADF and PP unit root tests are for the null hypothesis that a time series Y; is
I(1). Stationarity tests, on the other hand, are for the null that Y; is 7(0). The most
commonly used stationarity test, the KPSS test, is due to Kwiatkowski, Phillips,
Schmidt and Shin (1992) (KPSS). They derive their test by starting with the model

Y,=a+ Bt+  + uy

Mt = M1+ €4, Ep WN<OaU§)

where u; is I(0) and may be heteroskedastic.

The null hypothesis that Y; is I(0) is formulated as Hy: o2 = 0, which implies
that p; is a constant. Although not directly apparent, this null hypothesis also
implies a unit moving average root in the ARMA representation of AY;.
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The KPSS test statistic is the Lagrange multiplier (LM) or score statistic for
testing 02 = 0 against the alternative that o2 > 0 and is given by

T
1 A ~
t=1

A t N
where S; = Y4, 4, is the residual of a regression Y; on ¢ and 7.

j=1

Critical values from the asymptotic distributions must be obtained by simula-
tion methods. The stationary test is a one-sided right-tailed test so that one rejects
the null of stationarity at the « level if the KPSS test statistic is greater than the

100(1 — @) quantile from the appropriate asymptotic distribution.

4.4 Example: Purchasing Power Parity

It is very easy to perform unit root and stationarity tests in EViews. As an example,
consider a Purchasing Power Parity condition between two countries: USA and UK.
In efficient frictionless markets with internationally tradeable goods, the law of one
price should hold. That is,
St =Pt — Pt

where s; is a natural logarithm of the spot exchange rate (price of a foreign currency
in units of a domestic one), p; is a logarithm of the aggregate price index in the
domestic country and p; is a log price in the foreign country. This condition is
referred to as absolute purchasing power parity condition.

This condition is usually verified by testing for non-stationarity of the real
exchange rate ¢; = s; + p; — p:. Before we perform this let us look at properties of
the constituent series.

We consider monthly data for USA and UK over the period from January 1989
to November 2008.

Although plots of both consumer price indices and the exchange rate indicate
non-stationarity, we perform formal tests for unit root and stationarity.

In the dataset PPP.wfl, there are levels of the exchange rate and consumer
price indices are given, so we need to create log series to carry out tests. This is

done as usually,
series lcpiuk=log(cpi uk)
series lcpi_uk=log(cpi_uk)
series Igbp usd=log(gbp usd)
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Let us start with the UK consumer price index. We can find the option Unit Root
Tests... in the View section of the series object menu (double click on lcpi_uk icon).
In the Test Type box there is a number of tests available in EViews. We start with
Augmented-Dickey-Fuller test. As we are interested in testing for unit roots in levels
of log consumer price index, we choose Test for unit root in levels in the next
combo-box, and finally we select testing with both intercept and trend as it is the
most general case.

Test bype

Augmented Dickey-Fuller

Test For unit rook in Lag length

(® Level _ _

O 15t difference @ Aukomatic selection:

() 2nd difference Schwearz Info Criterion
Maximum lags:

Include in test equation

Ontercept () User specified: I:I

(%) Trend and intercept

O Mone

Ok ] [ Cancel ]

Figure 4.1: Augmented Dickey-Fuller test dialog window
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EViews will also select the most appropriate number of lags of the residuals
to be included in the regression using the selected criteria (it is possible to specify
a number of lags manually is necessary by ticking User specified option).

Click OK and EViews produces the following output

M Series: LCPI_UK Workfile: PPPNEW::Pppnew\

Liert
Augmented Dickey-Fuller Unit Root Test on LCPI_UK

Mull Hypothesis: LCPI_UK has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 0 {automatic based on SIC, MAXLAG=14)

tStatistic Froh*

Augmented Dickey-Fuller test statistic -1.620820 0.8200
Test critical values: 1% level -3.897083

8% level -3.428814

10% level -3.137851

*Mackinnon {1996) one-sided p-values.

Augmented Dickey-Fuller Test Equation
DependentVariable: DLCPI_UK)

Method: Least Squares

Drate: 12/28/08 Time: 18:11

Sample (adjusted): 1989M02 2008M11
Included observations: 238 after adjustments

Coeflicient Std. Errar +Statistic Prob.

LCPI_UKI-1) -0.027196 0017882 -1.520820 01296
o3 0.019285 0.030981 0.622480 05342
@TREMD{1983M01)  1.45E-05 0.000161 0.090313 0.9281
R-squared 0.014797  Mean dependent var -0.0007449
Adjusted R-squared 0.006413 5.0 dependentvar 0.142966
S.E. ofregression 0142507  Akaike info criterion -1.046326
Sum squared resid 4. 772437  Schwarz criterion -1.0025488
Log likelihood 127.58128  Hannan-Guinn criter. -1.028687
F-statistic 1.764821  Durhin-Watson stat 2060163
Prob(F-statistic) 01734749

Figure 4.2: Output for the Augmented Dickey-Fuller test

The absolute value of the t-statistic does not exceed any of the critical values
given below so we cannot reject the null hypothesis of the presence of unit root in
the series.

Unfortunately, EViews provides only the test of the null hypothesis Hy: ¢ = 0.
One can perform more general test by estimating Dickey-Fuller regression (4.2.6).

In the command line type the following specification
Is d(lcpi_uk) c lcpi uk(-1) @trend(1989MO01)

to run the ADF regression with intercept and trend component. As you noted, the
function @trend allows to include the time trend component that increases by one
for each date in the workfile. The optional date argument 1989MO01 is provided to
indicate the starting date for the trend. We did not include any M A components in
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the regression since based on the previous results (see Figure ??) zero lag is optimal
according to the Schwartz selection criterium.

The regression output is identical with that produced by the Augmented
Dickey-Fuller test

| Equation: UNTITLED Workfile: PPPNEW::Pppnew’ [=(E3]
Object Freeze| [Estimate ||Forecast

DependentYariable: D{LCPI_Uk)

Method: Least Squares

Drate: 12028/08 Time: 19:34

Sample (adjusted): 1989M02 2008M11
Included ohservations: 238 after adjustments

Coefficient Std. Error tStatistic Froh.

[ 0.019284 0.030981 0.622480 0.5342
LCPI_UKE-1) -0.027196 0017882 -1.520820 01296
ETREND{1939M01) 1.45E-05 0.000161 0.050313 0.9281
R-squared 0.014787  hean dependent var -0.000744
Adjusted R-sguared 0006413 S.D. dependentwvar 0142966
5.E. ofregression 0142507  Akaike info criterion -1.046326
Sum squared resid 4. 772437 Schwarz criterion -1.002558
Log likelihood 127.68128 Hannan-Quinn criter. -1.028687
F-statistic 1.764821  Durhin-Watson stat 2.060163
FProb(F-statistic) 0173479

Figure 4.3: Output of the regression-based procedure of the Augmented Dickey-
Fuller test

However, the approach enables us to perform the Wald test of linear restrictions
and specify the null hypothesis Hy: (8, ¢) = (0,0) (or more general, Hy: (o, 3, ¢) =
(0,0,0)).

Wald Test x]

Coefficient restrictions separated by commas
Ciz)=0, (=0l

Examples

ctmo, cmercs)

Figure 4.4: Wald test results for the Augmented Dickey-Fuller test specifications

The value of Wald test statistic in the case of the null Hy: (8,¢) = (0,0) is
1.7648; this has to be compared with the critical values tabulated in MacKinnon
(1996).

As the test statistic is smaller than all of the critical values, we cannot reject
the null hypothesis, which confirms non-stationarity of the log consumer price index

series.
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This conclusion is also confirmed by other stationarity tests. For example, in
Kwiatkowski-Phillips-Schmidt-Shin test (specification with the intercept and trend),
the test statistic is 0.4257 which is higher than the critical value at 1% significance
level (which is 0.216). Thus, we reject the null hypothesis of stationarity of the
series.

If the Purchasing Power Parity condition holds one would expect the real
exchange rate ¢; = s; — p; +p; to be stationary and mean reverting. The presence of
unit root in the deviations series would indicate the existence of permanent shocks
which do not disappear in a long run.

We create a series of deviations

d=lgbp usd-lcpi uk-lcpi us

Augmented Dickey-Fuller does not reject the null hypothesis of the presence of unit
root in the deviations series. Also, the value of Wald test statistic is 1.8844 indicates
which confirms nonstationarity of the deviations from the Purchasing Power Parity

condition.
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